
ABSTRACT

Most grey level thresholding methods produce good results in situations where

the illumination gradient in the original raster image is regular and not too large. In

other cases, such as a large linear change in illumination, a satisfactory bi-level

image cannot be produced. If the object pixels can be identified in a variety of posi-

tions throughout the image, these can be used to construct a surface whose height is

related to illumination at each pixel. This estimate can be used to produce a thresh-

old for each pixel. The method described here uses the Shen-Castan edge detector

to identify object pixels, and creates a surface using a moving least squares method

that can be used to threshold the image.

I. Introduction

The purpose of grey level thresholding is to extract from an image those pixels

which represent an object. The object is often text or other line image data (graphs,

maps). After thresholding the image, the object pixels have all one grey level and

the background pixels have another. The best threshold is the one that selects all the

object pixels and maps them to black. Unfortunately, it is not possible in general to

find a single threshold that is ‘best’ for an arbitrary grey-level image[4, 6], and it is

a simple matter to construct an image that cannot be successfully thresholded with a
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single value[10]. This type of situation can also arise in real images because of

noise or non-uniform lighting.

If a single threshold is not acceptable, then the option that remains is to use a

number of thresholds, each over a small sub-region of the image. The maximum

number of subregions is the same as the number of pixels in the image; moreover,

any larger region may be subject to distortion through illumination effects, although

smaller distortions than would be seen over the entire image. A starting point for

devising a thresholding method can be to select a different threshold for each pixel.

The method will decide what these threshold values are to be based onlocal proper-

ties of the image. Our confidence in the local threshold decreases with the distance

from a known object pixel. Figure 1 shows three images, each having an illumina-

tion problem that would make them difficult to threshold properly.

Our approach to thresholding is based on the principle that objects in an image

provide the high spatial frequency component and illumination consists mainly of

lower spatial frequencies. These two were multiplied together to produce the image.

Another way to look at this is to say that the objects in an image will produce small

regions with a relatively large intensity gradient, those being at the boundaries of

objects, whereas other areas ought to have a relatively small gradient[5,6]; this fact

is used in many edge enhancement algorithms. In this way a sample of the object

pixels in an image can be found by looking for regions of high gradient and assum-
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ing that these pixels belong to an object that would appear as distinct in a thresh-

olded picture[1].

The thresholding method that is being proposed involves first locating ‘objects’

in an image by using the Shen-Castan edge detector[8] to locate pixels that belong

to boundaries of objects. This edge detector has good localization properties, and a

pixel that has been determined to be on an edge will be assumed to be a part of an

object. The grey levels at edge pixels should be indicative of the levels elsewhere in

object regions. A surface is produced that fits the levels at the edges, and this sur-

face is presumed to give reasonable estimates of likely grey levels at object pixels

that do not lie on an edge. Pixels significantly above this surface will be assumed to

belong to the background, and those at or below it will belong to the object. This

method is capable of thresholding images that have been produced in the context of

variable illumination. This algorithm is called Edge Level Thresholding (ELT).

2. Shen-Castan (ISEF) Edge Detection

There have been numerous efforts to define ‘optimality’ in the context of edge

detection, and edge detection algorithms have been based on these definitions in a

one-to-one mapping. A well-known example of this sort of work is the Canny edge

detector[7] which optimizes a combination of the signal to noise ratio, the localiza-

tion of the edges, and enforces a single response to a single edge. Once the defini-

tion of optimal has been determined it is used to derive a filter that implements it.

Shen and Castan[8] suggested a different optimality criterion, using a mono-step

edge model. The edge detection filter would have a maximal response at the exact

edge position, and would minimize the noise energy in both the smoothed output

and the differential input. While the Canny filter is an approximation to the optimal,

the ISEF is precise, and has better signal to noise ratios.
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3. Fitting A Surface To The Edges: Moving Least Squares

The method we use to fit a surface to the edge points is a moving least-squares

(MLS) scheme[9]. This involves solving a weighted least-squares problem at each

point in the plane. That is, if  where N is the number of data points which are given

by , , and  are weights, then we find values for andc so

that J(x,y) is minimized at each point (x,y) in the plane. The weights depend on the

evaluation points, and hence the requirement that we perform this minimization at

each point.

The weight function  has several important properties.It essentially

weights the data point (xi, yi) inversely according to its distance from the current

evaluation point (x,y). If the data is further than some specified distanceh from

(x,y), we assume that it should have no bearing whatsoever on the height of the sur-

face at that point, and so the weight is zero. Another parameter for the weight func-

tion, d, determines the fidelity of the surface to the data. Whend is zero the weight

is essentially infinite when the evaluation point is also a data point - the result is a

surface that actually passes through all of the data, and this can lead to extreme fluc-

tuations. Asd increases towards 1 the fidelity increases and the surface relaxes,

tending to average out fluctuations. Whend=1 our weight function is defined to be

constant for all data, and no longer has compact support. The resulting surface is

simply the standard least-squares planar approximation to the entire data set.

Since at every point we are looking for a least-squares plane, there is a rigid

mathematical requirement that we have at least 3 data values in the disk of radiush

centered at each point in the image. Without these, the linear system will be under-

determined, and we won’t be able to find a solution to the least-squares problem.

J x y,( ) wi x y,( ) I xi yi,( ) S xi yi,( )–( )
i 1=

N

∑=

I xi yi,( ) S x y,( ) ax by c+ += wi x y,( )

wi x y,( )
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Others working on this problem[13] have suggested methods for getting an

approximation to the edge data, but these are all interpolants, and as we have previ-

ously mentioned, this is not necessarily desirable. One method described is a mov-

ing weighted average, which is simply an MLS method with . The

resulting surface will have horizontal tangent planes or ‘flat-spots’ at each of the

data points[12].

In addition, as the evaluation moves away from data, the value of the weighted

average will tend to the actual mean of the data. This may cause unusual artifacts if

the illumination gradient is actually linear. Figure 2a shows an example of this

method restricted to the one-dimensional case. Figure 2b shows an example of our

method applied to the same data.

4. Implementation and Results

The ELT thresholding software consists of three major modules: the ISEF edge

detector, the MLS surface fit, and the thresholding module. The function and

S x y,( ) a=

(a) (b)

Figure 2 - a) A weighted average applied to a set of data. b) MLS applied to the same data set.
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sequence of execution is best described by using an example. Consider the image of

Figure 1b, in which a bright Gaussian spot has been superimposed on the image of a

map. The first step is edge detection by ISEF, and the result is shown in Figure 3a.

Notice that clean edges are found even in the dark areas of the image. This is the

secret of the ELT method: ISEF finds edgesvery well, and these edges are well

localized.

Next, the grey levels at all edge pixels are used to form the basis of a surface, and

the levels at the non-edge pixels are estimated from this surface, as found by the

MLS procedure. For this case the surface is shown in Figure 3b as grey levels and in

Figure 3c as a wire frame graphic. The value of the function at the edge pixels will

be very near to the actual value of the corresponding image pixel, and will be

assumed to be near to the value of non-edge object pixels as well. The final stage is

a pass through the image, setting all pixels to zero if they are less than the value of

the fit function +10, and setting them to MAX (255) otherwise. The results can be

seen in Figures 3d-f.

In general, the results of ELT thresholding are better than other algorithms in sit-

uations of poor illumination, especially when compared to single-threshold meth-

ods. Standard methods give results that have large black areas where the

illumination reaches low levels, and the objects can’t be determined from the back-

ground. ELT permits widely varying thresholds across the image.

5. Conclusions

The ELT algorithm has been compared with other thresholding methods, and

none has given the same results in widely varying illumination environments. ELT

is quite slow at this time, but could be optimized and made parallel. There are a few

parameters to the algorithm that can be adjusted: for example, the MLS code we use
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relies on a fixed value for the radiush for the entire image. This presents some prob-

lems since in some regions a large radius is required so that we have at least 3

points, while in other areas the points are so dense that the same size disk will

include hundreds of points.
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