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Abstract 

In the earlier generations of thermal compositional simulators, several assumptions are used for 

representing the characteristics of dead oil and steam mixtures. The K-Value approach is used 

for phase splitting and equilibrium ratios are considered to be functions of only temperature and 

pressure. Phase properties such as density, enthalpy and internal energy are calculated from 

correlations using ideal solution assumption. Excess properties such as excess enthalpy and 

density and mutual solubility of water in oil phase and vice versa are neglected in such models. 

These assumptions may work well for simple fluid mixtures with pure steam injection but could 

produce false results in more complicated processes such as the hybrid processes involving 

injection of hydrocarbons with steam. In such processes, where a hydrocarbon is added to the 

steam, equilibrium ratios change with the variation of composition, and neglecting this effect 

may lead to thermodynamically inconsistent or wrong results. Solubility of water in oil phase 

increases with temperature and it could become significantly high in some cases. 

In this study, a new 3-D, fully implicit, equation of state (EOS) based thermal compositional 

simulator capable of modeling hybrid and thermal processes of heavy oil recovery was 

developed. By using an equation of state, our goal is to correctly model the thermodynamic and 

compositional effects on the phase behavior. Water is allowed to be soluble in all phases and 

mutual solubility of oil and water is taken into account in this simulator and its effect on the oil 

recovery can be investigated. Thermal expansion, fluid compressibility, solvent extraction, and 

steam distillation are calculated by an EOS based thermodynamic model. Steam properties are 

calculated from EOS or steam tables. 

A new isenthalpic multiphase flash calculation was also developed and was integrated in the 

thermal compositional simulator. The flash calculation method uses a modified Rachford-Rice 

monotonic objective function and the negative flash concept for phase distribution and phase 

identification. Therefore phase stability analysis is not necessary and the flash method is not 

computationally expensive. The new isenthalpic multiphase flash calculation shows no difficulty 

in handling difficult situations such as narrow boiling point regions and appearance and 

disappearance of different phases which is common in thermal processes. 
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Chapter One: INTRODUCTION 

Steam-Assisted Gravity Drainage (SAGD) is the most famous thermal recovery process in 

Alberta and has been tested successfully in many cases and widely used as a recovery technique 

for heavy oil and bitumen. SAGD is an expensive process and requires large energy input in the 

form of steam to produce each barrel of recovered oil. In addition to using large amount of fresh 

water, it also emits lots of greenhouse gases to the environment. Co-injecting steam and 

hydrocarbon additives is an attractive option since it reduces the amount of steam required per 

barrel of recovered oil by taking the advantages of both heating and dilution for viscosity 

reduction. It offers the potential of higher oil rate and recovery with lower energy and water 

consumption along with reduced greenhouse gas emission.   

The combination of steam and solvent in the hybrid processes increases the production rate and 

reduces the greenhouse gas emissions but on the other hand it makes the process more complex 

because of the occurrence of heat and mass transfer simultaneously.  In fact, the role of 

hydrocarbon additive in the steam chamber and its effect on the performance of this gravity 

drainage process is not well understood. Depending on operating condition and phase behavior 

of hydrocarbon additive, it can act as a pressure carrier and insulator as well as a solvent for 

reducing heavy oil viscosity 

There are many published papers on the both experimental and simulation of SAGD and 

different aspects of this process have been investigated. However, very few studies have been 

done on the simulation and experimental studies of the hybrid processes. Most of the published 

simulation papers on the hybrid processes have relied on commercial simulators such as CMG 

SATRS and ECLIPSE Thermal.  

In the development of early generations of thermal compositional simulators several assumptions 

were used for representing the characteristic of dead oil and steam mixtures. The early thermal 

compositional reservoir simulators started with the black oil concept and later limited 

compositional capability was added to the simulators. In order to calculate the thermodynamic 

properties of fluid mixture correlations were used instead of equation of states and for phase 
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splitting K-Value approach was chosen. Phase properties such as density, enthalpy, internal 

energy, thermal expansion, and fluid compressibility were calculated from correlations and ideal 

fluid assumption. The excess properties such as excess enthalpy and excess density were 

neglected in such simulators. 

1.1 Compositional dependency of equilibrium ratios 

Dependency of equilibrium ratios to the composition is neglected in K-Value approach. This is 

good assumption for SAGD cases where equilibrium ratios have week dependency on the oil 

composition variations. In hybrid processes were hydrocarbon is added to the steam or in HOT 

VAPEX process were pure hydrocarbon is injected to the reservoir, equilibrium ratios change 

with the variation of composition and neglecting this effect may lead to thermodynamically 

inconsistent or wrong results. In the K-Value approach the equilibrium equations for components 

are not solved and it is not necessary that the equilibrium conditions have been satisfied when a 

time step reaches to convergence. 

1.2 Mutual solubility of different phases 

Mutual solubility of water in oil phase and vice versa has been neglected in these models. In 

some commercial simulators, i.e.; ECLIPSE Thermal, the water component only exists in the 

water and vapor phases, and mutual solubility of water and oil are assumed negligible. However, 

the solubility of water in the oil phase increases with temperature, and it could be significantly 

high in some cases (Griswold and Kasch (1942), Nelson (1956), McKeta and Katz (1948), 

Tsonopoulos and Wilson (1983), and Heidman et al. (1985)). Production of emulsion has been 

observed in most of the experimental SAGD models, which is an indicator of solubility of water 

in the oil phase at high temperatures (Chung and Butler (1988)). 

1.3 Phase property calculations 

Viscosity reduction by heating/dilution is only a part of total recovery of hybrid thermal/solvent 

process. Steam distillation, solvent extraction, and thermal expansion are other mechanisms that 

contribute in the total recovery. The co-injection of intermediate components as an additive to 
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steam even makes these mechanisms more important in comparison to simple steam injection 

and it requires proper calculation of thermodynamic properties.  Integration of an equation of 

state package to a reservoir simulator enables the simulator to calculate all of the phase 

properties from equation of state, and therefore the calculations would be thermodynamically 

consistent. Excess enthalpies are also calculated in the equation of state package and equilibrium 

ratios are calculated from equilibrium at each Newton’s iteration level.  

1.4 Molecular diffusion and dispersion effect 

Effect of molecular diffusion and dispersion on thermal and non-thermal processes have been 

neglected in the many published studies in the literature. Firstly, because it is assumed the 

molecular diffusion or physical dispersion is not dominant compared to convection and secondly, 

due to lack of such a functionality in the commercial simulators. Both analytical and numerical 

models of VAPEX simulations showed the effect of dispersion in VAPEX process (Das and 

Butler (1996, 1998), Das (2005), Yazdani (2007)). The experimental oil production in VAPEX 

was reported to be ten times higher than the calculated one by using conventional molecular 

diffusion based theory (Karmaker and Maini (2003), Yazdani and  Maini (2005)).  The 

dispersion coefficient can change with composition, temperature and pressure and it can be much 

larger than the molecular diffusion coefficient. There is no commercial simulator capable of 

accounting for the variation of dispersion coefficient with composition in thermal processes to 

quantify the effect of this mechanism on the recovery. 

1.5 Multiphase flash calculation 

The integration of equations of state (EOS) with compositional reservoir simulators has been 

done during past decades. However, for thermal compositional simulation another path was 

selected. One of the major components in developments of thermal compositional simulators 

with ability of handling the PVT properties of reservoir by using equation of state is a robust and 

efficient multiphase flash calculation. The current multiphase flash calculations are mostly 

designed for a single cell calculation. Therefore, their main purpose is to provide answer for a 

single cell. Most of these algorithms are robust enough but not efficient enough for reservoir 
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simulators. In reservoir simulators, the multiphase flash calculation must be performed 

repeatedly in thousands to millions of grid blocks at each Newton’s iteration level. Thus, such a 

multiphase flash calculation method must have both robustness and speed to make the reservoir 

simulation efficient. 

The current multiphase flash calculation algorithms generally use Newton-Raphson method and 

they are heavily dependent on stability analysis. In a reservoir simulator, where energy is a 

primary variable, an isenthalpic flash calculation is necessary to calculate phase splitting, mole 

fraction of each component in different phases, phase mole fractions, and temperature of the 

mixture. 

The isenthalpic flash calculation are even more difficult than the isothermal flash calculation 

because temperature in not known a priori. Therefore, a stability test to determine number of 

phases is only as good as the initial guess for temperature. In an isenthalpic flash calculation the 

number of phases might change between different Newton’s iterations and it requires another 

stability analysis. Therefore the current algorithms that are based on the stability analysis become 

computationally very expensive and development of an efficient and robust multiphase flash 

calculation is essential. 

1.6 Proposed work 

Currently there is no commercial simulator available to quantify the effect of the simplifying 

assumptions discussed above on hybrid processes and most of the published papers on the hybrid 

processes rely on the current simulators, which employ these simplifying assumptions.  

The purpose of this research is to develop a 3-D, fully implicit, equation of state based thermal 

compositional simulator capable of modeling any non-reactive hybrid and thermal process of 

heavy oil recovery such as; SAGD, ES-SAGD, HOT VAPEX, Steam flooding, and hot water 

injection. By using an equation of state our goal is to correctly model the thermodynamic and 

compositional effects on the phase behaviour.  
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Water is allowed to be soluble in all phases and mutual solubility of oil and water would be taken 

into account in our proposed simulator and its effect on the oil recovery would be investigated. 

Thermal expansion, fluid compressibility, solvent extraction, and steam distillation are calculated 

in our thermodynamic model instead of using any simplistic correlations or formulae which are 

often used in the current commercial simulators. Steam properties are calculated from EOS or 

steam table. 

The effect of molecular diffusion is investigated in the new simulator since an important 

objective of developing the new simulator is adding these terms to the conservation equations of 

each component. By adding this term, we will be able to quantify the effect of diffusion in 

comparison with the convection in hybrid and thermal processes. 

1.7 Thesis outline 

In Chapter two a brief review on previous works on thermal compositional simulation 

development is provided. In addition, a literature survey on mutual solubility of oleic and 

aqueous phases and multiphase flash calculation is presented. 

Chapter three presents mathematical formulations of the numerical model, variable selection, 

calculation schemes of thermodynamic properties and rock-fluid properties. It also covers the 

heat loss model, wellbore model, the solution technique, sparse matrix storage method and the 

linear solver. 

A review of the current isenthalpic flash calculation and the development of a new isenthalpic 

multiphase flash calculation is described in detail in chapter four. The new method is validated 

against current standard algorithm for accuracy and the validation results are presented in this 

chapter. In the results section of this chapter the new method is compared with the industry 

standard algorithms for accuracy, robustness and speed. 

Chapter five consists of analytical and numerical validation of the developed equation of state 

based thermal compositional reservoir simulator. The numerical model has several features and 

these features were validated against several analytical and well-known numerical models. 
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In chapter six several thermal recovery cases are extracted from open published data and used in 

thermal and hybrid process simulations. The results of these simulations were compared with the 

current industry standard simulators.  

Chapter seven provides conclusions of this study and recommendations for future work. 
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Chapter Two: LITERATUR REVIEW  

The development of thermal reservoir simulators goes back to more than four decades ago. Early 

simulators were more simplistic and tried to model thermal processes based on the black oil 

approach without distillation. Basically, they solved mass balance of phases instead of 

compositions. The oleic phase was assumed to be non-volatile and a condensation term was 

added to both water and steam mass balance equations to handle the inter-phase mass transfer 

between water and steam phases. Adding the condensation term to water and steam mass balance 

equation introduced more computational complexity to the system. The early models had to 

make more assumptions and make the model more simplistic to compensate for the lack of 

computation speed. 

2.1 Thermal simulators 

One of the earliest thermal simulators was developed by Shutler (1969). He developed a 

simplified one dimensional thermal model for linear steam flooding process simulation and later 

extended the model into a two dimensional version Shutler (1970). In this model, the heat 

conduction was modeled in 2-D and convective heat transfer only in the direction of flow. Heat 

conduction in vertical direction is necessary to model heat loss to over/underburden layers. The 

mass balance equation of phases, the heat balance equation plus a component mass balance 

equation of an inert gas comprised the full set of governing equations.  

He assumed that the non-condensable gas has no effect on water-steam equilibrium. Internal 

energy was assumed equal to enthalpy and diffusion was neglected. A stage wise procedure was 

used to calculate the primary variables and it consisted of three major steps; 

 All of the mass conservation equations are solved simultaneously to calculate pressure 

and saturation for the next time step. The temperature and gas composition is assumed 

constant in this step. 

 The energy equation is solved by a non-iterative ADI (Adaptive Direction Method) 

procedure and the temperature is obtained. Pressure and saturations are from step one. 
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 The gas compositions are calculated while pressure, saturations and temperatures are 

constant and already calculated in step 1 and 2. 

Abdalla and Coats (1971) implemented the Implicit Pressure Explicit Saturation technique 

(IMPES) to develop a thermal simulator for steam flooding process. This was a dead oil thermal 

simulator since they assumed the oil phase to be non-volatile and they ignored the mutual 

solubility of oil and water. There was also no inert gas in the system unlike the Shutler’s model 

(1969, 1970). Water was present only in the gas and water phases. Pressure was solved implicitly 

in the flow equations first and in the next step saturation and temperature for steam free blocks 

were computed from material balance and energy equations. The rate of condensation term was 

treated differently from the Shutler (1969) model. In steam free blocks, where the temperature 

would be less than the steam saturation temperature, all steam coming in from adjacent blocks 

condensed. For blocks with steam, the saturated temperature was calculated from steam table 

assuming it to be equal to saturation temperature of steam at the prevailing pressure. In these 

blocks the calculated temperature was plugged into the energy balance equation to calculate the 

residuals, then the condensation term was calculated to make the residuals zero. The IMPES 

method is computationally less expensive than fully implicit methods. However it suffers from 

instability problems when equations are highly non-linear. 

Vinsome (1974) 2-D model is also similar to the Abdalla and Coats (1971) model in terms of 

governing equations. Unlike Abdalla and Coats (1971) model, in this model they accounted for 

the gravity term in Darcy’s equations and internal energy was used instead of enthalpy. Heat loss 

to surrounding was modeled by a semi-analytical model. 

Coats et al. (1974) improved his previous model to handle the instability problem. In the new 

model mass balance and energy balance equations are solved together and simultaneously to 

calculate pressure, temperature and saturations. In this model transmissibility of water is treated 

implicitly to reduce instability. The condensation term was removed by combining the mass 

balance equation of water and steam phases. They also removed another assumption from 
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previous work and internal energy was not assumed equal to enthalpy. This model was also a 

dead oil thermal model, therefore there is no distillation effect involved in this model. 

In 1976 Coats (1976) developed the first sequential thermal compositional simulator to capture 

steam distillation effect on steam flooding process. Molar fractions of hydrocarbon in the gas and 

oil phase were related by equilibrium ratios. Raoult’s Law was used to compute the mole fraction 

of water in vapor phase. Equilibrium ratios are only function of temperature and pressure. 

Mutual solubility of water and oil was neglected in this model. In the first sequence pressure is 

solved in reduced linear system and in the next sequence temperature and saturations and mole 

fractions are solved by linear algebra. The biggest problem of this model was material balance 

error in the presence of light hydrocarbons in the model. 

Ito’s (1977) model is a 1-D model, very similar to Abdalla and Coats (1971) model with 

exception that the heat loss to cap and base rock was calculated differently in this model.   

Later Coats (1978) improved the instability problem of his compositional model by introducing 

variable substitution technique for the first time. He used fully implicit scheme to eliminate 

stability issues. The fully implicit model had larger time steps and less cumulative number of 

time steps in comparison with the sequential model. In this model, transmissibility, capillary 

pressure and well rates are treated implicitly for saturation and composition. If a grid block is 

free of steam or gas then transmissibility is treated implicitly for temperature in this block 

because the temperature becomes the primary variable in these blocks. For the blocks with free 

gas or steam, transmissibility is treated explicitly for temperature. 

Ferrer and Farouq-Ali (1977) developed a 2-D, three-phase compositional simulator. This model 

is very similar to the Coats (1976) model except that the heat of vaporization was used in their 

model for calculation of gas phase enthalpy. They also neglected the work term in internal 

energy equation and assumed internal energy is equal to enthalpy. 

Farouq-Ali (1977) developed a two dimensional in-situ combustion model which considered 

concentration of oxygen, nitrogen and carbon dioxide in the gas phase and neglected the 

presence of coke in the system. In this model transmissibility is treated explicitly and sink/source 
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terms are treated implicitly with respect to saturation. They reported serious time step limitation 

when rate of oxidation is high. 

Crookston et al. (1979) developed first thermal compositional simulator which handles multiple 

reaction in the system. The main purpose for developing this model was in-situ combustion 

simulation. The model included four chemical reactions: oxidation of light oil and heavy oil, 

thermal cracking of heavy oil, and oxidation of coke. In this model the relative permeability in 

transmissibility term is obtained from the latest iteration. However densities, viscosities and 

enthalpies are from last time step. All of sink/source terms and reaction rates are calculated in the 

current time with respect to all of primary variables. Crookston et al. (1979) did not use variable 

substitution in their model instead they did not allow the phases to disappear completely. In this 

situation a minimum saturation for each phase is set and it never goes below that. This model 

works as long as gas phase in the system does not disappear completely or there is an inert gas in 

the system. Abou-Kassem and Aziz (1985) used the same approach and developed a solution for 

handling phase appearance and disappearance in thermal simulators which does not have the 

restriction of Crookston et al. (1979) approach. 

Coats (1980) developed a fully implicit model to simulate in-situ combustion process. In this 

model an arbitrary number of components can be used and water exists in water and gas phase 

and coke only exist in the solid phase. Raoult’s law was used to calculate water composition in 

vapor phase. They compared their model with Crookston et al. (1979) model for 1-D combustion 

problem set up by Crookston et al. (1979) and reported a significant improvement in both 

computation speed and time step size. 

Abou-Kassem and Aziz (1982) developed a model which was very similar to Ferrer and Farouq-

Ali (1977) model. The model is a 2-D model and they tried to remove following limitations of 

Ferrer and Farouq-Ali (1977) model; 

 Lateral heat loss is allowed 

 Internal energy is not equal to enthalpy 
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In this model, for the first time a nine point finite difference scheme was used, therefore this 

model suffers less from grid orientation problem. In reservoir simulators, five point finite 

difference scheme is used commonly and grid orientation sometimes has significant effect on the 

results of simulation.  

Rubin and Vinsome (1980) developed a model with five components capable of modeling in-situ 

combustion. In this model they used a variable alignment technique to achieve optimum diagonal 

dominance of Jacobian matrix.  Pressure is aligned with continuity equation, water saturation 

with mass balance equation of water component, oil saturation with summation mass balance 

equation of oleic components, and temperature is aligned with energy equation. Oxygen is 

aligned with summation of the mass balance equation for non-condensable gases, and coke with 

mass balance for coke.   

Grabowski et al. (1979) introduced four phase general purpose finite difference thermal 

simulator. This model has water, oil, gas, and solid phase and it also considers reaction in the 

system. Having solid phase and reaction functionality, the Grabowski et al. (1979) model was 

able to simulate in-situ combustion process as well. In fact this model was an extension of Rubin 

and Vinsome (1980) model and removes the restriction on the number of components. Also, an 

arbitrary number of reactions can be used in this model. Rubin and Buchanan (1985) improved 

functionality and performance of this simulator to a higher level. 

Chan and Sarioglu (1992) presented a procedure for incorporating fracture characteristics in a 

thermal reservoir simulator. Cicek and Ertekin (1996) also developed a simulator for steam 

injection. 

Luo and Baruffet (2005) introduced a thermal compositional simulator and considered solubility 

of water in oil phase. However they ignored solubility of oleic phase into the aqueous phase. 

Basically they assumed water to be a pure component. The main objective of their model was the 

investigation of the effect of water solubility in oleic phase and its impact on the oil recovery of 

steam injection processes. They also developed an algorithm for multi-phase (water/oil/gas) flash 

calculation to handle the phase splitting and implemented their model in the simulator. The oleic 
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phase in their model needed to be characterized with at least three pseudo components in order to 

achieve accurate results. 

Huang (2007) developed a fully implicit thermal compositional simulator which was able to 

model steam injection, in-situ combustion and Steam-Assisted Gravity Drainage. This model 

consists of both single and dual porosity, and is capable of handling fractures. In this model they 

provided an algorithm for equation line up which can be used for any kind of thermal simulator. 

Type A primary variables were used in this model and the provided algorithm for aligning the 

primary variables with governing equations only works for this type of variables. He reported 

that by using this method of primary variable line up with equations, zero pivoting of Jacobian 

matrix is avoided.    

All of latter thermal compositional simulation models have one common assumption, they use K-

Value approach to handle phase equilibrium and equilibrium ratios are only functions of pressure 

and temperature. The first attempt to use equation of state (EOS) to calculate oleic and gaseous 

phase’s properties was done by Ishimoto et al. (1985).  Ishimoto’s model was a one dimensional, 

fully implicit, compositional model and solved conservation of mass and energy equation using a 

fully implicit formulation. Raoult’s law was used to find the mole fraction of water in the vapor 

phase. They used the global mass fraction of components as primary variable in addition to 

temperature and pressure. Pressure and temperature are aligned with the continuity equation and 

energy equation respectively. In narrow boiling point situations where temperature is not 

independent of pressure, steam quality was used as a primary variable. 

Chien et al. (1989) proposed a general purpose compositional simulator with both options of 

EOS and K-Value to compute oleic and gaseous phase’s properties. This model was flexible and 

allowed running it with or without the thermal option. This model allowed three different modes; 

 No mutual solubility between water and hydrocarbon components 

 Complete mutual solubility between hydrocarbon and  water components 

 Partial solubility, where water is soluble in oleic phase but water phase has only H2O. 
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In this model Peng-Robinson EOS was used in the case of EOS option to handle phase 

equilibrium and to calculate the PVT dependent properties. Chien et al. (1989) model assumes 

the water phase behaves like an ideal solution and water component in the vapor phase behaves 

like an ideal gas. They also used ideal mixing to compute phase volumes. 

Brantferger (1991) developed a fully implicit thermodynamically consistent thermal 

compositional simulator. He used SRK equation of state to compute thermodynamic properties 

of all three phases (aqueous/oleic/gaseous). He assumed water as non-ideal solution but they 

ignored mutual solubility of oil and water. He also used another assumption; there is always a 

heavy component in the system and the oleic phase never disappears completely. 

Most of the reviewed EOS based thermal simulators have assumed there is no mutual solubility 

of water and oil phases. It is a valid assumption when temperatures is less than 170 ⁰F .They use 

EOS to calculate oleic and gaseous phase’s thermodynamic properties, and Raoult’s law to 

compute gaseous and aqueous phase’s properties.  

In 2009, Varavei and Sepehrnoori (2009) developed a fully implicit, parallel, EOS based thermal 

compositional simulator. This model is capable of handling electrical heating as well. He used 

Type B primary variables. Primary variables in this model are listed as following; 

 Global mole number per unit pore volume of each component,              

 Pressure,   

 Temperature or total enthalpy,      

 Equilibrium ratios of each component,                

Equation of state was used for equilibrium calculation among phases. In isothermal mode, this 

simulator is able to handle second oil rich liquid phase and equilibrium ratios are function of 

pressure, temperature and mole fraction of components. 
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2.2 Primary variables 

Selection of type of primary variable is one of the key issues in development of a thermal 

compositional reservoir simulator. Aziz (1986) categorizes primary variables of isothermal 

reservoir simulator into two different groups; 

 Type A variables 

 Pressure 

      saturations 

       component mole fractions 

 Type B variables 

 Pressure 

       overall quantities; global component mole fractions 

Type A variables are also called natural variables, however the same terminology as Aziz’s is 

used for thermal simulator in this study. Selection of each type has its advantages and 

disadvantages and they will be discussed in this section.  

Huang (2007) summarized the existing thermal compositional simulators in the literature based 

on the selection of primary variables. Table 2-1 lists thermal compositional simulators and their 

primary variables. 

CMG STARS, Coats (1980), Rubin and Buchanan (1985), Crookston et al. (1979), Grabowski et 

al. (1979), and Youngren (1980) belongs to Type A primary variables. Chien et al. (1989) also 

belongs to Type A primary variables but it solves volume of phase instead of phase saturation in 

his formulation. CMG STARS has Type B primary variables option as well. User could choose 

ZT or ZH primary variable instead of Sxy option, which is the default option in CMG STARS. 
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Table 2-1: Summary of Type A and B primary variables  

  Primary variables 

Type A 

Sxy Temperature Pressure Component mole fraction Saturation 

VSxy Temperature Pressure Component mole fraction Volume 

Type B 

ZT Temperature Pressure Component global mole fraction  

ZTFg Temperature Pressure Component global mole fraction Flash constraint 

ZH Total Enthalpy Pressure Component global mole fraction  

NT Temperature Pressure Component total mole number  

NE Internal Energy Pressure Component total mole number  

NH Total Enthalpy Pressure Component total mole number  

 

Buchanan (1985) added a flash constraint to primary variables and eliminated one of the 

components from primary variables. Buchanan (1985) model belongs to Type B of primary 

variables. Mifflin et al. (1991) model belongs to Type B and he used total mole number and 

temperature as primary variables. Naccache (1997) used internal energy (instead of temperature) 

and component molar density and Brantferger (1991) used total enthalpy and total mole number 

as primary variable and both of these models fit in Type B category. ECLIPSE Thermal uses 

same variable as Naccache’s model (1997). Pressure always is a primary variable in both 

categories. 

There are several advantages of using Type A variables. Natural variables of equations are 

solved and they could be used directly in property calculations, Jacobian generation is easier, and 

flash calculation for grid blocks is not necessary. On the other hand, it is common in thermal 

simulation that in some grids, temperature and pressure of grid block are not independent 

anymore (narrow boiling point) and implementation of the “variable substitution” method seems 

necessary. Another problem which is inherited with Type A formulation is phase appearance and 
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disappearance, it is necessary to keep track of each grid block in the reservoir to switch the 

primary variables (replacing the non-existing phase variables with the corresponding variables 

for the existing phases). 

Type B variables are energy and a global property. The energy is conserved all the time and if it 

is chosen as primary variable, implementation of variable substitution technique is unnecessary. 

Selection of component global mole fraction or number instead of component mole fraction in 

each phase removes need of tracking of phase appearance and disappearance in the system; 

however generation of the Jacobian matrix is more complicated due to use of a series of the 

chain rule formulae.  

2.3 Mutual solubility of aqueous/liquid phases 

Mutual solubility of oil in water and water in oil is negligible for temperature below 170 ⁰F. In 

thermal processes temperature goes much higher and solubility of water in oil phase and vice 

versa could be significant. Most of early thermal models ignored effect of mutual solubility on 

the thermodynamic properties and consequently on the final results, such as oil and water 

production. Experimental data of SAGD tests always show emulsion of water in oil and oil in 

water which indicates the mutual solubility of these two phases at elevated temperatures. 

There are several published papers in the literature that examine the mutual solubility of 

oil/water. Griswold and Kasch (1942) investigated mutual solubility of water and oil at high 

temperatures and pressures. Their data show that for a 54.3 API naphta the solubility of water in 

oil is 16.18 mole % at 431.6 ⁰F, for a 42 API kerosene the solubility of water in oil is 34.97 mole 

% at 431.6 ⁰F, and for a 29.3 API lube oil the solubility of water in oil is 43.44 mole % at 537.8 

⁰F. Their results also show that the solubility of water in oil phase increases with increase of 

temperature. Nelson (1956) also showed that the water solubility in oil is as high as 42 mole % at 

540 ⁰F. 

Based on the Heidman et al. (1985) study, the solubility of water in liquid C8 is 38.7 mole % at 

500 ⁰F. Solubility of oil in water phase was investigated by Yaws et al. (1993), and Amirjafari 

and Campbell (1972) and they showed that the solubility of hydrocarbon in water is very small. 
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Garthofner (1979), and Glandt and Chapman (1995) studied the effect of water in oil solubility 

on oil viscosity.  These results show that the mutual solubility of oil and water can be significant 

under thermal recovery conditions and should be accounted for. 
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Chapter Three: MATHEMATICAL FORMULATION 

3.1 Introduction 

In the mathematical development of this thermal compositional simulator the following 

assumptions were used. 

 Equilibrium is instantaneous in each grid block 

 Maximum three phases coexist in a grid block 

 Lateral heat loss through the boundary of reservoir is negligible 

 Multiphase Darcy’s law can be used to calculate flux of each phase 

 Rock density is constant, therefore rock mass within a grid block remains constant 

 Oleic pressure is used to calculate phase equilibrium and thermodynamic properties 

 There are no chemical reactions or sorption of any species 

The primary equations in any thermal compositional simulators are mass balance equation for 

each component and energy balance equation. The secondary equations are all of the constraints. 

The followings equations represent the primary and secondary equations that need to be solved 

in any thermal compositional simulator. 

 Component mass balance equation for species   : 

                       
1 1 1

np np np

j j ij j ij j j j ij ij i

j j j
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t
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 Energy balance equation: 
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 Phase saturation constraint:      

1

1
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 Mole fraction of component constraint: 
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 Equilibrium constraints for species   in two different phases: 

                      ij irf f                                      r j                                                                      3-5 

 

 Multiphase Darcy’s law: 
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                                 3-6 

 

 Capillary pressures: 

 

                  cog o gP P P                            3-7 

                       
cow w oP P P                 3-8 

Initial and boundary conditions are problem dependent and they will be defined differently for 

different problems. However some of these boundary and initial conditions are common for all 

of the reservoir simulation problems. For example uniform distribution of initial temperature and 

global mole fraction is considered for each grid block of reservoir. 
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 , , , 0 initT x y z t T                  3-9 

  0, , , 0i iZ x y z t Z        1, ci N             3-10 

 

Initial condition for pressure is defined at reference grid block and simulator calculates the rest 

of grid points according to their location with respect to the reference point and their head. The 

current simulator is volumetric reservoir simulator. Therefore all the grid blocks at the 

boundaries have zero mass flux rates. The heat flux rate at lateral boundaries is assumed to be 

negligible but the heat loss to overburden and underburden is allowed and it will be discussed in 

this chapter. 

Number of total unknowns in such a system is: 

 Component mole fraction in each  phase   : c pN N  

 Phase saturation   : pN  

 Pressure                                                           :  P 

 Temperature                                                      : T 

 Total number of unknowns                              : 2c p pN N N    

The total number of equations in this system including primary and secondary equations is: 

 Mass balance                                                   :      

 Energy balance                                               :   1 

 Saturation constraint                                      :   1 

 Component mole fraction constraint               :      

 Equilibrium                                                     :   1p cN N   

 Total number of equations                               :   2c p pN N N    
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This system of equations and unknowns is highly coupled and non-linear, and it is not necessary 

to calculate all of the system of equations and unknowns at the same time. It would be also very 

expensive and practically impossible. The degree of freedom for any thermodynamic system 

with all intensive parameters is: 

 2c pf N N                                      3-11 

In our system we have also      extensive primary variables which are the saturations of 

different phases, therefore the degree of freedom for this system would be: 

 2 1 1c p p cf N N N N                                                                                        3-12 

It means that we only need to solve      equations and unknowns and the rest of variables are 

secondary variables and they are determined from constraint equations. The total number of 

primary equations is also      since there are    mass balance equations plus one energy 

balance equation. 

3.2 Primary variable selection 

Thermal compositional simulators are divided into two different types in terms of selection of 

primary variables.  

 Type A: which uses natural variables as primary variables 

 P  

 T  

 jS  

 ijx  

 Type B: which uses global variables as primary variables 

 P  

 H  

 
iZ  
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Selection of primary variable is very important part of the development of a thermal 

compositional simulator and it dictates the rest of development steps. Both types have their cons 

and pros and in the following sections some of the issues involve are discussed. 

3.2.1 Type A primary variables 

If Type A is used as primary variables, saturation and component mole fractions in phases plus 

pressure and temperature are updated at each Newton’s iteration level. Phase properties such as 

molar density, molar enthalpy, internal energy etc. are calculated without performing any flash 

calculation. This is one of the biggest advantages of this method. In fact flash calculation and 

phase splitting is done mostly for hydrostatic head calculation in wellbore or determination of 

volumetric injection or production rates at surface conditions. Since the natural variables are 

explicitly presented in primary equations, the Jacobian matrix construction is much simpler and 

less error prone.  

The biggest challenge with Type A primary variables is phase appearance and disappearance. 

Because mole fractions of components in each phase and saturation of phases are used as 

primary variable, therefore the existence of the primary variable depends on the existence of that 

phase in the grid block. In thermal compositional simulator grid blocks have different phases at 

different times of simulation depending on the grid conditions. Primary variables could be 

different from block to block. 

Tracking of primary variable in each grid block and switching of primary variable from non-

existing phase to existing phase adds extra work and level of difficulty in development of this 

method and makes coding more challenging. 

Another problem with Type A variable arises when a grid block is in narrow boiling point state. 

In this situation temperature is no longer a primary variable and is a function of pressure. Then 

temperature cannot be aligned with energy equation and one of phase saturations is aligned with 

the energy equation instead of temperature. An alternative solution for this case is the use of 

system enthalpy as a primary variable and it will be always independent of pressure and will be 
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aligned to the energy equation. In the next sections narrow and wide boiling points are discussed 

further. 

3.2.2 Type B primary variables 

Type B reservoir simulators use global mole number or global mole fraction and energy plus 

pressure as primary variable. The biggest advantage of this method is using one set of primary 

variables and there is no need for variable switching or substitution. Since primary variables are 

global variables their existence is independent of the existence of individual phases. Energy, 

whether in form of enthalpy or internal energy is used as primary variable instead of temperature 

and energy is always independent of pressure. Then the narrow boiling point situation which is 

very common in thermal processes is handled without variable switching.  

The drawback of using global variables is that at each Newton’s iteration and for every single 

block in the reservoir a flash calculation must be performed to find the number of phases, 

component mole fractions and phase splitting. Because energy is a primary variable then the 

temperature is a secondary variable and it also will be calculated from isenthalpic flash 

calculation.  

Type B simulators are heavily dependent on the flash calculation and a robust, fast and accurate 

flash calculation method is crucial in this type of simulators. Multiphase flash calculation is the 

Achilles’ heel of these simulators and a bullet proof flash calculation method is a key component 

in the success of this category of reservoir simulators. In Chapter four a new multiphase flash 

calculation scheme that has been used in this simulator is discussed in detail. 

The other problem with Type B method is that the Jacobian construction is more challenging. In 

these types of simulators, analytical derivatives are preferred to numerical one and extensive use 

of chain rules is inevitable in differentiation of the residual equation with respect to primary 

variables. It makes the Jacobian construction difficult and more error prone. The use of 

numerical differentiation is easier, but it requires more flash calculation for each shifted primary 

variable. 
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This method solves the phase appearance and disappearance problem, however severe time-step 

cut and slow convergence have been observed during the phase appearance and disappearance. 

The main problem happens with the saturation changes during phase appearance and 

disappearance since they are calculated as secondary variables. There are several methods to 

handle this situation in Type B simulator such as saturation chop proposed by John Appleyard 

(ECLIPSE, Technical Description, (2010)). This method is used in ECLIPSE Thermal, which 

uses Type B primary variables and has improved the speed and robustness of simulator 

significantly. Referring to ECLIPSE Thermal manual page, when a phase appears or disappears, 

or a phase saturation change is bigger than 0.2, saturation will be chopped and solution will be 

damped. The damping factor will be calculated and applied to the solution locally. 

Phase splitting and flash calculation itself is a difficult problem to solve and adds extra cost to 

the simulator in terms of computation and storage. In these simulators, it is necessary to have a 

recovery method for the cases where a flash calculation for a specific grid block does not 

converge.  In the current simulator we use both Type A and B primary variables. For Type B 

primary variables option, several isenthalpic flash calculation methods have been implemented 

and if any of them fails it switches to the other one. If none of them converge the time step will 

be cut and simulation will restarts. If there are several consecutive time steps cut then simulation 

will be terminated. 

3.3 Wide boiling point range 

As it is shown in Figure 3-1, gas and liquid phases exist together over a wide range of 

temperatures for a system with a given pressure and global mole fractions, feed. In reservoir 

simulation, reservoir cells which contain significant amount of non-condensable gases or very 

volatile hydrocarbons belong to this category. Flash calculation constraints are more sensitive to 

phase fraction and less sensitive to the temperature. Therefore, temperature is independent of 

pressure and it is aligned with energy equation. This is an ideal situation and simulation usually 

converges quickly and smoothly in such reservoir grids. 
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Figure 3-1: Wide boiling point example 

 

3.4 Narrow boiling point range 

Based on the phase rule, for    component in equilibrium in    phases in a thermodynamic 

system there are 2c pf N N    degree of freedom. For example water at its saturation 

temperature is in equilibrium in two phases and its degree of freedom is equal to 1. The second 

case would be when there are two components and three phase system, once again the degree of 

freedom is equal to one. In both latter cases pressure and temperature are fixed and they cannot 

change independently. This situation happens most of the time in the steam simulators, for 

example when steam is injected into a reservoir. There are cases were dead oil is heated by steam 

and there are many cells in the reservoir in which there are three phases in equilibrium. This 

situation is called a narrow boiling point and handling of this state is difficult. 
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Figure 3-2 shows a narrow boiling point system. In narrow boiling point system phase change 

occurs very abruptly with an infinitesimal change in temperature and bubble point and dew point 

of system are almost identical.  

 

Figure 3-2: Narrow boiling point example 

 

When a reservoir grid is in a narrow boiling point state, temperature is no longer a primary 

variable, and in this situation gas saturation is aligned with the energy equation. Temperature is 

calculated form saturation temperature of system at given pressure and global mole fractions. 

Figure 3-3 shows the same system, but gas fraction is plotted versus enthalpy of system, gas 

fraction does not change sharply with enthalpy. Bubble point enthalpy and dew point enthalpy 

are widely different, and if the enthalpy of mixture lies between these two enthalpies we have 

two phase equilibrium of gas and liquid.  
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Figure 3-3: Narrow boiling point example, gas phase mole fraction versus total molar 

enthalpy 

 

As is shown in Figure 3-3, gas fraction change with enthalpy happens over wider range of 

enthalpy in comparison with temperature. On the other hand, enthalpy remains independent of 

pressure and could be used as primary variable. In narrow boiling point system phase splitting 

can’t be calculated by isothermal flash and special care must be applied to such systems.  

An isenthalpic flash must be performed to find the phase fractions, molar fractions and 

temperature of system. Gas fraction change with enthalpy is not as sharp as the one with 

temperature and therefore enthalpy is more suitable as a primary variable for both flash and flow 

equation in narrow boiling point situations. 

During a thermal process a reservoir grid state could change into variety of forms such as three-

phase, two-phase or single phase. Any phase, aqueous, oleic or gaseous, could appear or 

disappear or may reappear under different conditions.  
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Abou-Kassem and Aziz (1985) provides three examples in which phase change take places under 

certain conditions; 

 Gas phase may disappear if a saturated reservoir is re-pressurized, in this situation, steam 

is forced to condense and condensable gases dissolve in the oleic phase. 

 Superheated steam created due to large pressure drop in an injection block. Water phase 

disappears in this case because of evaporation of water. Volatile hydrocarbons are also 

vaporized from oleic phase.  

 Thermal cracking in processes such as in-situ combustion may cause total oleic phase 

disappearance in a reservoir grid block.  

As it is seen, a change in the number of phases present could happen under many circumstances 

and proper handling of this situation is very important. There are several methods of handling 

such phase changes in the literature (Crookston et al. (1979), Forsyth et al. (1981), Grabowski et 

al. (1979), Coats (1978, 1980), Abou-Kassem and Aziz (1985)). Two of these methods are the 

most well-known, variable substitution and pseudo-equilibrium ratio method. Both of these 

methods work for simulators that use natural variables as primary variables (Type A).  

In Type A reservoir simulators, phase appearance and disappearance is checked rigorously at 

each Newton’s iteration level and then the primary variables are changed and aligned with 

different equations after determination of unknowns and state of the grid block.  Constraint 

equations are also changed according to the state of the grid block. In fact in Type A reservoir 

simulators, the flash calculation is embedded in the formulation of phase change handling and 

equation alignment with primary variables. 

3.5 Variable substitution 

Variable substitution has been originally discussed by Coats (1978, 1980). Abou-Kassem (1996) 

provides four different scenarios that a grid block can exhibit during a thermal process and he 

discusses the variable substitution for each case separately; 
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( )

      
( )

         
( )

    (           ) : Aqueous phase is in equilibrium 

with steam in gaseous phase. In this situation, temperature is not independent of pressure 

and is not a primary variable anymore. It is narrow boiling point situation and 

temperature is equal to the saturation temperature at prevailing pressure. 

   
( )

     
( )

         
( )

   (          ) : There is no aqueous phase in the 

system and water is superheated. Temperature is independent of pressure and is 

considered as primary variable and will substitute water saturation. The proper constraint 

equation in this case would be;   
( )

   
( )

   . 

   
( )

     
( )

         
( )

   (          ) : There is no gas phase in the system. 

Temperature is an independent of pressure and considered as unknown. In this case, 

temperature substitutes the gas saturation and     
( )

   
( )

   constraint will be used 

instead of    ∑   
  
       constraint. 

   
( )

     
( )

         
( )

   (          ) : It means oil phase has disappeared 

and it does not exist in the grid block. In this situation, gas mole fraction substitutes the 

oil mole fraction as primary variable and   
( )

   
( )

   is used as the correct constraint. 

1

1
nc

i

i

y


 constraint is still valid in this case. 

 

3.6 Pseudo Equilibrium Ratio (PER) method 

This method was originally introduced by Crookston et al. (1979) and later on was completed by 

Abou-Kassem and Aziz (1985).  Variable substitution is very logic intensive and difficult for 

coding whereas this method handles phase appearance and disappearance without using variable 

substitution. Therefore only one set of equations and unknown are used during simulation. The 

pseudo-equilibrium ratios are defined as followings; 
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and εo, εw, and εg are small numbers of the order of 10
-5

. The function Xo, Xw, and Xg are 

approximately one except for small values of saturations, i.e. S<10
-3

.  In this method saturation 

of all of the phases can approach zero without becoming zero; it is like there is always a small 

amount non-condensable gas, dead oil and non-volatile water in the system which prevents the 

phase from complete disappearance. More details about this method can be found in the 

Crookston et al. (1979) and Abou-Kassem and Aziz (1985) papers. 

 

3.7 Property calculation 

Before solving the primary equations, many parameters and variables need to be computed. 

Some of these parameters are calculated from EOS and some of them are independent of EOS. In 

this study EOS dependent parameters and EOS independent variables are divided into two 

categories. 
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3.7.1 EOS independent properties 

3.7.1.1 Porosity 

Porosity of each grid block is a function of pressure and it is given by following equation; 

 

 0 01 fC P P                    3-17 

 

In this equation,    is reference porosity at reference pressure   .    is pore volume 

compressibility factor. 

 

3.7.1.2 Rock heat capacity 

Constant volume specific heat capacity is assumed to be only a function of temperature and 

variation of this function with respect to pressure is neglected. Constant volume heat capacity is 

defined as; 

 

v r rC A B T                 3-18 

Internal energy of rock is calculated as; 

 

ref

T

r v

T

U C d                  3-19 

 

After applying integration; 

 



 

32 

 

   2 2
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U A T T T T                  3-20 

 

3.7.1.3 Relative permeability 

Relative permeability of each phase can be defined as a table which changes with the saturation 

or by any type of analytical correlation. In this study, phase relative permeability is expressed by 

Corey’s (1954) type function. To calculate phase relative permeability endpoints and phase 

exponents of phases are defined by user as input.  Next correlations show the relative 

permeability of different phases. 
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Stone’s (1973) model (Stone II) is used to compute relative permeability of oil phase changes 

with respect to water and gas saturation. 

rogrow
ro roiw rw rg rw rg

roiw roiw
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K K K K K K

K K
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Where,   ,   , are saturation exponent for water and gas phases.     ,     are saturation 

exponent for oil phase for      , and      respectively.  
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3.7.1.4 Thermal conductivity  

Thermal conductivity of rock and different phases is expressed as constant value and thermal 

conductivity of mixture is calculated by a saturation weighted mixing rule as; 

   1mix o o g g w w rS S S                      3-23 

 

3.7.1.5 Viscosity 

There are two options to define viscosity of different phases in this simulator; table of different 

component viscosities versus temperature or a formula. 

 Viscosity of oleic phase  

Viscosity of each component in oleic phase is defined as; 
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Where, aoi, and boi are constants which are defined as input and T is absolute temperature. 

Viscosity of oleic phase is calculated be following mixing rule. 
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 Viscosity of aqueous phase 

Viscosity of aqueous phase is calculated similar to oleic phase. If water is the only component of 

aqueous phase, no mixing rule will apply. 

 Viscosity of gaseous phase 
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For gas phase viscosity, we use a simple correlation similar to the one is used in CMG STARS. 

 

50.0136 3.8g e T                3-26 

 

T is in ⁰C and viscosity of gaseous phase is function of temperature only and effect of pressure 

and composition is neglected. This is a valid assumption in thermal processes where changes of 

gas viscosity with pressure and composition are negligible in comparison with temperature. 

 

3.7.2 EOS dependent properties 

The Peng-Robinson EOS or SRK EOS can be used in the simulator. The general form of both 

equations is presented by equation 3-27; 
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Where, 
1  and 

2 are numerical constants and a and b are mixture parameters and are given by 

the following mixing rules; 
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Where, ijd  are interaction coefficients between i and j. The pure component properties, 
ia and 

ib are calculated from the critical properties and acentric factors of pure components.  

2
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The numerical constants and 
im  are presented separately for PR EOS and SRK EOS. 

 SRK equation of state (1972) ; 

1 1  ,     
2 0  ,     0.42748a  ,     0.08664b   

20.48 1.574 0.176i i im      

 PR equation of state (1976) ; 

1 1 2   ,    2 1 2   ,    0.45724a  ,    0.07780b   

20.37464 1.54226 0.26992i i im      

 

3.7.2.1 Compressibility factor 

The compressibility factor for each phase is expressed as; 

 

Pv
Z

RT
                3-32 

 

By substituting this equation into SRK or PR EOS, a cubic form of equation of state in term of 

compressibility factor is derived. 
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Dimensionless parameters, A, and B are defined as; 
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3.7.2.2 Volume 

The molar volume of each phase is calculated after the compressibility factor is computed from 

the EOS. The molar volume is defined as; 

 

ZRT
v

P
                3-36 

 

The molar density of each phase is related to the molar volume by; 

 

1

v
                  3-37 

 

3.7.2.3 Enthalpy 

The molar enthalpy of each phase is determined from the EOS and it is given by; 
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where, 
0h  is enthalpy of ideal solution and is calculated as following; 
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where,  
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A third order polynomial equation is used to compute ideal gas state heat capacity; 

0 0 0 0 2 0 3

1 2 3 4pi p i p i p i p iC C C T C T C T                3-41 

 

Polynomial coefficients are determined from experiments or can be computed from a group 

contribution method, Reid et al. (1987).  

 

3.7.2.4 Fugacity and fugacity coefficient 

Fugacity coefficient in general form is expressed as; 
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where; 
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3.7.2.5 Internal energy 

The phase internal energy is derived from the enthalpy and the molar volume of each phase by 

the following definition; 

 

                  3-44 

 

3.8 Heat loss to overburden and underburden 

There are two well-known approaches in reservoir simulation to model heat loss into cap rock 

and base rock, analytical approach and numerical approach. One of the simplest analytical 

models was proposed by Vinsome and Westerveld (1980) and it is relatively accurate one 

dimensional heat loss model in semi-infinite space. In most of the reservoir simulations, cap rock 

and base rock are assumed as impermeable to fluid flow, therefore energy is delivered into the 

cap and base rock only by conduction. The Vinsome’s model (1980) for heat loss has been 

implemented in most of commercial simulators.  We also used Vinsome’s model (1980) to 

capture heat loss effect on the thermal processes efficiency. In this section Visnome‘s model 

(1980) is described briefly. 

Vinsome and Westerveld (1980) suggest that the temperature profile into cap or base rock can be 

adequately approximated by any flexible function with few parameters. They chose a fitting 

function for temperature profile into cap or base rock; 
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Where,   is the temperature at the interface between the reservoir rock and the cap or base rock, 

p and q are the fitting parameters and need to be determined, d is called diffusion length and it is 

defined as; 
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Alpha is heat diffusivity and it is given by; 

r vC





                3-47 

Boundary conditions are stated by the followings; 
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As mentioned before, heat carries to the base or cap rock only by conduction. The equation of 

heat flow to the cap rock for example is; 
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The heat flow equation at the interface is expressed as; 
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Inserting the fitting equation for temperature profile into the heat flow equation at the interface 

and discretizing time results; 
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where,     is the interface temperature at the beginning of the time step. They also used another 

physical feature which is conservation of cap rock energy to derive another equation. 
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Once again if fitting function for temperature profile into the cap rock is plugged into the latter 

equation, we will have; 
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where, 
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2 32I d pd qd                   3-54 

At this stage, we have two equations and two unknowns, therefore fitting parameters can be 

determined. 
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The heat loss rate into the cap or base rock is defined as; 
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and the energy stored in the cap rock is; 
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3.9 Wellbore model 

Treatment of wellbore model in a single-layer well is relatively a simple task but special 

considerations are necessary when multi-layer wellbores are being modeled. There are several 

models in the literature for handling wellbore model in reservoir simulators, such as STARS 

Flexible and Discretized wellbore, ECLIPSE Multi-Segmented well model, some Semi-

Analytical models, and Sink/Source model. Wellbores are considered as boundary conditions of 

the reservoir model and in any numerical model boundary conditions must be carefully defined 

and handled since they will affect the solution and robustness of the model. On the other hand, at 

the end of any reservoir simulation, injection and production rate are the main outcome of the 

simulation, therefore accuracy and robustness of wellbore model is essential in any reservoir 

simulator.  

In this simulator we use sink/source approach of treatment of wellbore model for injection and 

production of each component or energy into or from reservoir. Peaceman (1983) method is 

incorporated in our model to calculate geometric factor and equivalent drainage radius. In this 

simulator multi-layer and directional wells can be defined with two major control modes; 

 Constant bottom hole pressure  

 Constant volumetric flow rate at surface condition  

The constant volumetric flow rate at surface condition includes; total liquid rate, water rate, oil 

rate, gas rate and steam rate. Any combination of the rate and pressure operation condition can 

be applied for both producer and injectors. Well model couples flow rate of each component or 

phase with flowing borehole pressure. 

 

 .j j bhq WI P head P                3-59 

 

Where,   is mobility of each phase and WI is well index. Well index or geometric factor for 

linear 1-D and 2-D model for a grid block is calculated as; 
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where, cf is a conversion factor. 

For three dimensional linear flows with anisotropy, WI is calculated based on the Peaceman 

(19783) well model. 
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where, re is an equivalent drainage radius and it is given by; 
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WI in x and y direction is calculated similar to the one in z direction. 

 

3.9.1 Well residual equations 

The total molar rate for multi-layer well is computed by; 
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The bottom-hole pressure of reference layer of each well is another primary variable which is 

needed to be calculated fully implicitly with the rest of primary variables. Well equation is added 

as another equation to close the system of equation and unknowns. There are two different 

category of operating constraint in simulators; rate control, pressure control. When constant 

bottom hole pressure is an operating condition, the calculation of sink/source term for each 

perforation or layer is straight forward. The sink/source term for component i in layer k in 

conservation of mass equation related to this component is expressed as; 
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The energy sink/source term in energy equation for layer k is calculated as; 
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The well residual term is simple when constant bottom-hole is constraint and it is shown by 

equation 3-66. 

 

0w cons bhR P P                   3-66 

When operating condition of a well is constant rate at surface condition other actions must be 

done because;  
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 Specified rate is usually the volumetric rate at surface condition and it must be converted 

to molar rate 

 Specified rate is assigned for the well and it must be recalculated for each perforation or 

layer  

First an estimate of bottom-hole pressure is provided weather from the last Newton’s iteration or 

it is calculated. If it is the first time and the bottom-hole pressure has not been defined yet it must 

be calculated and the following well residual equation needs to be solved; 

 

0w cons calcR q q                   3-67 

 

Calculated well flow rate is at standard condition and it has different forms depending on the 

specified constraint. For example, if total liquid rate is assigned as constraint, then the calculated 

well flow rate is total liquid rate at surface condition. This simulator supports oil, water, gas, 

liquid rate, and steam rate as constraint and residual equation for each separate case is briefly 

discussed in this section. 

 

3.9.1.1 Oil flow rate at surface condition 
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3.9.1.2 Water flow rate at surface condition 
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3.9.1.3 Gas flow rate at surface condition 
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3.9.1.4 Total liquid flow rate at surface condition 
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Where,      ,       , and    are mole fraction of oil, water and gas phases at standard condition 

respectively. Phase ratios and molar density of each phase at standard condition must be 

calculated at each Newton’s iteration. An isothermal flash is performed for global mole fraction 

of produced stream at surface temperature and pressure to obtain the latter properties. The major 

challenge in this section would be the calculation of global mole fraction which is explained 

below. 

The total molar rate of production will be calculated from equation 3-63 and component molar 

rate for each component is calculated as;  
1 1

nlay np

k j j ij bh

k j k

WI x P head P 
 

      

Then global mole fraction is obtained from next expression; 
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Bottom-hole pressure as a primary variable is aligned with the well residual equation in Newton-

Raphson method and it will be updated for the next iteration until convergence is achieved. After 

convergence, well rates are calculated and updated and bottom-hole pressure is compared with 

constraint value to check the violation of operation condition. If well operating condition is 

pressure, then calculated rates will be compared with the constraint rate. 

 

3.9.2 Head calculation 

If several layers of perforations are used for production, flowing bottom-hole pressure of 

different layers must be determined with respect to the reference layer flowing bottom-hole 

pressure. In this simulator, effect of friction and acceleration terms on pressure is neglected. By 

this assumption, only gravity effect will remains and flowing bottom hole pressure for other 

layers is calculated as; 

 

 bh bh ave refk ref
P P z z                  3-73 

 

Where     is the specific gravity of the fluid. To calculate the specific gravity it is necessary to 

calculate average density of fluid in each layer of wellbore. In this section we will explain the 

average density calculation in each layer of a multilayer well bore model. In a production well, 

average mass density of mixture is expressed by; 
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M

ave ave aveMW                3-74 

 

where,     is average molar density of mixture in layer k, and     is molecular weight of 

mixture in that layer. Subscripts k has been dropped for the sake of simplicity. 
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As it is clear from equation 3-75, molar density and phase fraction of each phase at layer k, are 

necessary to calculate mixture molar density of fluid. An isenthalpic flash is performed to 

calculate phase fraction and molar density of each phase at layer k.  

Molar enthalpy of fluid, global mole fraction of each component and pressure are the main input 

of any isenthalpic flash calculation. The input data for isenthalpic flash calculation are obtained 

differently for injectors and producers and it will be discussed below. 

 

3.9.2.1 Producer head calculation 

Global mole fraction of each component is calculated based on the flow from reservoir toward 

the wellbore in layer k; 
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Total component inflow from reservoir to layer k of producer is; 
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Then, 
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Where, mobility, molar density, and component mole fraction are calculated at upstream 

conditions. Total molar enthalpy of system is also calculated in a similar method. 
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At this point we know all of necessary input for isenthalpic flash calculation,     ,    , and 

   | . Well block temperature, phase fractions and molar density of each phase will be obtained 

from the isenthalpic flash for     ,    , and    | . As it is seen, bottom hole flowing pressure is 

related to the head calculation and head calculation depends on the density of mixture which is 

also a function of pressure. This is a recursive process and the calculation must be repeated until 

it reaches to a unique solution.  
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3.9.2.2 Injector head calculation 

Properties of injected fluid, such as; steam quality, injection temperature and pressure, injection 

rate or pressure, and global mole fraction of injected fluid is provided by user. Thermal 

properties of fluid are used to calculate the amount of energy which is delivered to the reservoir 

from injection well.  

Heat loss from wellbore to the reservoir or overburden is neglected in this simulator and energy 

will be the same as injected enthalpy at the sand-face of reservoir. Similar to producer an 

isenthalpic flash is performed for global mole fraction of injected fluid,     , injected enthalpy, 

and bottom hole pressure of layer k and phase fraction, mole fraction related to each phase, 

molar density and molar enthalpy of each phase at sand-face conditions is calculated. Mass 

density of mixture is calculated and the head will be determined. As it was pointed before, this is 

a recursive process and it is repeated until it converges to a unique solution.  

The head calculation must be done at each time step and if there is any head difference between 

the layers. For horizontal wells with no rising part and with no inclination head will be always 

zero compare to the reference point. After determination of thermodynamic properties, the 

injection of each component in layer k is computed. 

 

3.10 Solution technique 

Partial differential equations, mass balance and heat balance equation, and constraint equations 

are discretized and converted to finite difference format. Transmissibility terms for convective 

flow of mass and heat, are discretized based on the one-point upstream weighting factor. 

However conductive heat flow and diffusive mass flow terms are discretized based on the 

harmonic average method.  The residual form of governing equation in finite difference format is 

expressed as; 
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Mass balance equation of each component: 

1 1 1 1 1
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Energy balance equation: 

1 1 1 1
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Volume or saturation constraint: 
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Molar fraction constraint: 
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Phase equilibrium constraint: 

 

ln lneq ij iRR f f               1,..., ci N      1,..., Pj N            3-84 

 

This system of equations and unknowns is strongly coupled and highly non-linear. There is no 

analytical solution available to solve such a system and it has to be solved numerically.  In this 
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simulation we used fully implicit method to solve this system of equations due to high level of 

non-linearity of variation of properties with primary variables.  The Newton-Raphson method 

was used for linearization of system of equations. Constraint equation can be eliminated at 

matrix level in linear matrix solver package.  

The Newton iteration can be expressed as: 

 

v

v v

p

p

R
X R

X


 
    

              3-85 

 

Primary variables are updated as following; 

 

1v v v

p p pX X X                 3-86 

 

Jacobian matrix is constructed by differentiation of each term in the residual equation with 

respect to primary variables. There are two major categories of differentiation in reservoir 

simulation: analytical and numerical differentiation. Each method has its own strong points and 

weaknesses. In our simulator both of these methods were used in construction of the Jacobian 

matrix. 

Analytical differentiation was used in construction of Jacobian matrix in EOS approach of this 

simulator. Analytical derivatives are preferred for EOS simulators because there is no need to 

perform extra flash calculation to compute the derivatives. To calculate numerical derivatives of 

properties in EOS approach we need to calculate each property when any primary variable is 

shifted and it requires performing many flash calculations. Flash calculation itself is an 

expensive and time consuming task to do and it should be avoided as much as possible in a 

simulator. Derivatives of PVT dependent properties are calculated at flash calculation package 
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and they are presented in Appendix A.  Derivatives of the rest of properties, such as relative 

permeability, viscosity, heat conductivity, rock energy, heat loss to surroundings, heater rates are 

calculated separately before Jacobian construction.  

In K-Value approach we used numerical derivation. In K-Value approach Type A primary 

variables have been used and Sxy formulation was used to handle PVT properties, therefore 

there is no need of performing flash calculation. Numerical derivatives might not be as accurate 

as analytical solution but its implementation is much faster and simpler and the code is much 

shorter and cleaner. It is also very easy to add new features to a simulator. In fact the Jacobian 

construction remains untouched regardless of new features added to the simulator.  

Construction of Jacobian matrix and right hand side matrix in this simulator is broken into three 

different pieces, accumulation term, flux term and sink/source terms (wells, heat loss, and 

heaters). Derivatives of accumulation and sink/source terms are only dependent on properties of 

the control volume and they are stored on the diagonal of Jacobian matrix. Derivatives of flux 

term include adjacent cells and these are stored on diagonal and off-diagonal of Jacobian matrix. 

The following algorithm describes the stage wise Jacobian construction: 

1. Calculate accumulation term of block    

2. If block includes sink/source term, calculate sink/source terms of block   

3. Find upstream direction for block   and its connections 

4. Loop over number of connection of block   and calculate flux terms 

5. Loop over primary variables 

6. Shift primary variables 

7. Repeat step 1-6 and construct accumulation, sink/source and flux derivatives 

8. Derivatives of well equation with respect to the primary variables are calculated 

separately from the reservoir part. 

The structure of Jacobian matrix is shown in Figure 3-4. As it is shown it consists of four 

different sections. The RR section includes derivatives of reservoir equations with respect to 

primary variables of reservoir. The RW section involves the derivatives of reservoir residual 
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equations of reservoir part with respect to primary variable of well; i.e. well bore flow pressure. 

Derivatives of well residual equations with respect to primary variables of reservoir and wellbore 

are presented in WR and WW parts of Figure 3-4.  

 

Figure 3-4: Jacobian matrix structure 

The Jacobian matrix is a block diagonal and sparse matrix. It has many zero entries and it is very 

expensive to store this matrix in raw format. In this simulator Compressed Sparse Row (CSR) 

method (Saad (1990)) is used to store only non-zero elements of the Jacobian matrix. In CSR 

method only column index, row’s beginning pointer and the non-zero element is stored. Figure 

3-5 shows an example of CSR storage of 3x3 sparse matrix. 
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Figure 3-5: A 3x3 sparse matrix representation and its storage in CSR format 

 

As it was mentioned before Jacobian matrix is a block diagonal, highly non-symmetric and 

sparse matrix and it is suitable to be solved by iterative matrix solvers. General Minimized 

RESidual method (GMRES) by Saad and Schultz (1986) was used in this simulator.   

The GMRES uses Krylov subspace algorithm and this algorithm is often useless without pre-

conditioning and the rate of convergence of linear solver could be very slow in difficult 

problems.  Incomplete Lower Upper (ILU) method of preconditioning (Behie and Forsyth 

(1983)) with different level of fill-in was used in this simulator. All of the tested models in this 

work used level of fill-in equal to one or two. Generally speaking, more accurate ILU 

factorization method results in faster pre-conditioned Krylov subspace algorithm. On the other 

hand, more accurate ILU requires more space and time and it becomes computationally more 

expensive. Therefore an optimum number of fill-in must be used to have both of accuracy and 

speed of a linear solver. 
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Chapter Four: PVT AND FLASH CALCULATION 

4.1 Introduction 

Knowing the number of phases before running a VLE flash or VLLE flash calculation is a very 

difficult problem. Traditionally this problem has been solved either by conducting a two-phase 

flash or by making a saturation-pressure calculation; both methods are expensive and not entirely 

reliable. Michelsen (1982) and Trangenstein (1985) used Gibbs free energy of the mixture to 

establish thermodynamic stability of a phase. For a given composition, Gibbs free energy of a 

single phase is calculated, then a trivial composition of second phase is added to the single phase 

and Gibbs free energy of mixture is calculated again. If Gibbs free energy of mixture is less than 

the single phase one, then the single phase is not stable. Same procedure will apply on the new 

mixture to find actual number of phases in equilibrium.  

Michelsen (1982) proposed stationary local point method to analyze phase stability and 

Trangenstein (1987) developed method of minimization of Gibbs free energy with respect to a 

trial phase composition. Mathematical calculation of these two methods is skipped in this report. 

Multiphase flash calculation is the next step after determination of number of phases. Two phase 

flash calculation are well developed during past decades and there are several robust and 

efficient methods available in the literature, however multiphase flash calculation needs more 

development. Mathematically, the two-phase and multiphase flash calculation can be solved by 

either of following methods; 

 satisfying the equal-fugacity and material-balance constraints with a successive-

substitution or Newton-Raphson algorithm  

 minimizing the mixture Gibbs free energy function  

In case of two-phase flash calculation, Rachford and Rice (1952) proposed their well-behaved 

objective function and this method has been used extensively in many reservoir simulators. 

Baker et al. (1982) and Michelsen (1982) used tangent plane criterion of Gibbs free energy to 

calculate phase equilibrium.   Peng and Robinson (1976), Heidmann (1974), and Nutakki et al. 
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(1988) solved multiphase flash equilibrium (VLLE) by using EOS and Newton Raphson method 

and they conclude that the method is not robust.  Nelson (1987) used bubble point and dew point 

criteria for two phase flash and extend it for multiphase flash calculation and Chien (1994) 

improved Nelson’s method for VLLE flash calculation. Stateva and Tsvetkov (1995) applied 

tangent plane criteria for Gibbs free energy in stability analysis and improved it for multi-phase 

flash calculation.  

 

4.2 Phase stability analysis of isenthalpic system 

As mentioned before, the lack of information about the number of phases in the solution of a 

thermodynamic system is a big problem. We need to know what numbers of phases exist to 

perform two phase flash or multiphase flash calculations. In isenthalpic problem it is even bigger 

problem than the iso-thermal processes since the temperature itself is an unknown and the 

traditional stability test which works based on the minimum Gibbs free energy surface at a 

particular temperature is not applicable anymore. Therefore determination of the number of 

phases from stability test in isenthalpic flash is impossible with the traditional stability methods. 

In fact what the stability test can provide is the number of phases at any initial guess of 

temperature of system, which may or may not be the same as number of phases in the final 

solution. One of the major problems associated with this problem is the appearance and 

disappearance of phase during the iterative solution procedure. 

The earliest works on isenthalpic flash calculations were done by Boston and Brit (1978) and 

Prausnitz et al. (1980) and these were mainly for two phase systems. Michelsen (1987) proposed 

a stage-wise procedure for isenthalpic flash. In this procedure, the system is assumed at single 

phase initially and the number of phases is increased through the instability tests. This method is 

very similar to the stage-wise stability test for isothermal processes.  

Brantferger (1991) presented a thermodynamically rigorous method to find the number of phases 

in an isenthalpic flash calculation. In this method, a Newton-type entropy maximization 
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algorithm is combined with a Gibbs stability test to find number of phases and then a multiphase 

flash calculation is preformed to calculate phase splits and temperature. 

Agarwal et al. (1991) provided three methods for isenthalpic flash calculations. In the first 

method, scheme 1 a series of multiphase isothermal flash calculations is performed at different 

temperatures until energy equation convergence is achieved. In fact multiphase isothermal flash 

is performed in an inner loop while temperature is fixed. Since temperature is fixed a 

conventional stability is performed and correct number of phases at that fixed temperature is 

determined. Isothermal flash is performed and equilibrium condition is satisfied. Then energy 

equation is solved in an outer loop and temperature is updated using a secant method. Because 

this method is a sequential method, energy in outer loop is only a function of temperature and 

monotonically increasing and therefore it binds the temperature to lower and upper limits. If 

temperature does not lie between the temperature bounds it can bring it back in the limits. This is 

the main reason that why this method is very robust.   

In the second method (scheme 2) the energy and material balance are solved simultaneously to 

obtain phase splits and temperature. This method was claimed to be three times faster than the 

first method but not as robust as the first method. The second method requires a very good initial 

guess and it diverges if the initial guess is not in the radius of convergence. On the other hand the 

first method is not as sensitive as the second method to initial guess. Another shortcoming of the 

first method is that it is unable to handle narrow boiling point areas where the degree of freedom 

is equal to unity.  Narrow boiling point and wide boiling point were described in chapter three 

briefly. 

This second method is a stage-wise procedure. First it is assumed that the system is single phase. 

Energy equation is solved to find temperature of single phase system at given pressure and 

system molar enthalpy. A secant method similar to the scheme 1 is used at this stage. Then a 

stability test is performed at calculated temperature on single phase system. If the system is 

stable at calculated temperature, then the system is single phase, otherwise a second phase is 

added to single phase and a two phase isenthalpic flash is performed until it converges. Another 
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stability test is performed at converged temperature on two phase system to see whether a three 

phase isenthalpic flash calculations is necessary or not. 

In the third method (scheme 3) they used a hybrid scheme to take the advantage of both previous 

schemes, robustness of first scheme and speed of the second scheme. A series of isothermal flash 

calculation is performed until energy equation satisfy certain tolerance of convergence then the 

last calculated temperature is used as an initial guess for the scheme 2 and scheme 2 is repeated 

until its convergence is achieved. They reported 5 iterations were enough for the scheme 1 and 

then the results of schem1 are used for scheme 2. 

4.3 Formulation of isenthalpic flash calculations 

The goal of performing an isenthalpic flash is to find number of phases, phase compositions and 

fractions, and temperature for a given pressure, global mole fraction of components and energy. 

After defining the thermodynamic model there are total of     independent governing equations: 

        material balance equation 

 1 Energy equation 

There are also total of     independent primary variables: 

       phase mole fractions 

 Temperature 

This close system needs to be solved to calculate primary and secondary variables. In this section 

the Agarwal et al. (1991) method is described in details. The equilibrium ratios (equilibrium 

ratios) are defined as: 
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where,     is the mole fraction of component      in phase      and      is the reference phase. 

Reference phase can be different for different components and equilibrium ratio of the reference 

phase is equal to unity all the time. If     is mole fraction of phase    in the system then the 

compositions can be defined from material balance equations as; 
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where; 
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The summation of mole fraction of component in each phase must be equal to unity, therefore 

1pN   independent material balance equation can be derived; 
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The last equation is energy balance equation; 

 

0j sysg H H                                                                                                                           4-5                                                                                         
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Where,      is the specified molar enthalpy of system. The total energy of system is also 

expressed in terms of partial molar enthalpies, phase molar fractions and component mole 

fractions as; 
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This close system of equation and unknowns can be solved by Newton-Raphson method. 

Derivatives of equilibrium ratios with respect to temperature are derived from following 

thermodynamic equilibrium equation; 

 

0ij ij iRlnK ln ln                    j R                4-7 

 

Equation 4-7 is derived from equality of fugacities and for a system with    component and    

phases the total of   (    ) equation for equilibrium ratios are constituted. Agarwal et al. 

(1991) provided the following algorithm for isenthalpic flash calculations; 

 

1. Assume      
( )

    
( )

    
( )

 and   ( ) are the k-th iteration values of              and    

2. Calculate     
( )

  from equation 4-2 

3. Calculate         
( )

      
( )

       
( )

 

4. Perform one QNSS iteration for     and let the resulting value be  
  

(  
 

 
)
 

5. Calculate  
  

(  
 

 
)
 from   

( )
      

  

(  
 

 
)
 

6. Calculate   
(   )

 and   (   )   by performing one Newton’s iteration on equations  
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7. Calculate    
(   )

 by assuming a linear model with respect to temperature, i.e. 

     
(   )

    
  

(  
 
 
)
 (

      

  
)

( )

( (   )   ( )) 

8. Let         and go to  step 2 and proceed until convergence 

 

The Agarwal et al. (1991) method also works with K-Value approach. In the EOS approach, an 

equation of state is used to calculate equilibrium ratios, however in K-Value approach, the 

equilibrium ratios are available from correlation or tables. In this approach phase enthalpies are 

also calculated from table or correlation by ideal solution assumption. Therefore derivatives of 

partial molar enthalpies and equilibrium ratios with respect to temperature are easy and straight 

forward to calculate and there is no need to solve any equilibrium condition. 

ECLIPSE Thermal uses Type B primary variables and energy is one of the primary variables. 

Since energy is a primary variable this simulator is heavily dependent on isenthalpic flash 

calculations. Stone and Nolen (2009) provide very practical and robust isenthalpic multiphase 

flash calculations method which is used in ECLIPSE Thermal. The mutual solubility of water 

and oleic phases are neglected in this method and it is based on the K-values fluid 

characterization. Equilibrium ratios are only function of temperature and pressure.  

The biggest challenge with isenthalpic flash calculation is that conventional stability test to find 

the number of phases in isothermal methods is not enough due to variation of temperature. The 

advantage of Stone and Nolen (2009) method is that they first perform a stability test based on 

the critical enthalpies and find the number of phases and then an isenthalpic flash calculation is 

performed to determine phase splits and temperature.  

The major idea behind the phase envelope construction is simple. If sufficient heat is added to a 

mixture of liquid water and oil it boils and three phase system will be created. If more heat is 

added then one of the liquid phases disappears and only two phase system exist.  By adding more 

heat to the system the remaining liquid phase also evaporates completely and only vapor phase 
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exist. Of course presence of non-volatile oil or non-condensable gas may prevent some of the 

later states from materializing. Therefore there are three critical temperatures in the system for 

appearances or disappearances of phases.  

Then three critical enthalpies are calculated at these three critical temperatures, given pressure 

and the feed composition. If      is the temperature where gas appears first, then the critical 

enthalpy at this temperature is called       .      is the temperature where the first liquid phase 

disappears and      is temperature where the last liquid phase also evaporates completely. The 

second critical enthalpy at       can be                 and the last critical enthalpy depends on 

what is the second critical enthalpy. If oil disappears first then          is the second critical 

enthalpy, otherwise         would be the second critical enthalpy. In fact these critical enthalpies 

are transitional enthalpies at phase boundaries and they are unique because enthalpy is increasing 

monotonically with temperature, i.e.        . 

Finally enthalpy of system is compared with these three critical enthalpies and numbers of 

phases are determined depending on the location of given enthalpy. At this moment the phase 

stability is established and numbers of phases are known. Depending on the number of phases a 

two or three phase isenthalpic flash calculation is performed and phase molar fractions, 

component mole fractions and temperature of the system are calculated. 

Figure 4-1 shows a diagram of critical temperature sequences which is adapted from Stone and 

Nolen’s (2009) original paper. 
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Figure 4-1: Phase appearance and disappearance diagram, adapted from Stone and Nolen 

(2009) 

 

More details about the formulation of this method and calculation procedure can be found in the 

original paper. In current simulator, if K-Value approach with global primary variables is used 

then this method is employed to determine phase numbers and phase splits plus temperature.  

 

4.4 Multiphase flash calculation (VLLE) 

For multiphase flash calculation an objective function similar to Rachford-Rice function is 

defined. The equal fugacity constrains for each component in oleic/gaseous/aqueous phase is; 

iL iV iWf f f                                4-8 

The objective functions for three-phase flash calculation are; 
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Partial derivative of these two functions with respect to  and  are; 
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The analytical derivatives show that only two of them are always less than zero. Unlike the 

Rachford-Rice equation for two phase flash, these objective functions are not monotonic and 

Newton-Raphson algorithm may lead to false or trivial solution sometimes. Newton-Raphson 

algorithm is very sensitive to the initial guess and having a good initial guess is very crucial for 

this method.  

Recently, Lapene et al. (2010) proposed a new multiphase flash calculation specifically fitted for 

thermal compositional reservoir simulators. They used free water assumption and developed a 

novel modified monotonic Rachford-Rice objective function. Negative flash concept with this 

modified Rachford-Rice monotonic objective function was used to calculate phase ratios, 

equilibrium ratios, and component mole fraction of components in different phases.  
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The free-water assumption means that the solubility of hydrocarbon components in the water-

rich liquid phase is neglected, that is, this phase consists of pure water. The free-water 

assumption is supported by the fact that the solubility of hydrocarbon (typically of the order of 

10
−4 

mole fraction) in the water-rich phase is several orders of magnitude smaller than the 

solubility of water (typically of the order of10
−2

 mole fraction) in the hydrocarbon-rich phase. 

Tang and Saha (2003) also used the same assumption and their proposed method was able to 

determine phase equilibrium by using nelson criteria. Iranshahr et al. (2009) also developed a 

multiphase flash calculation method based on the free water flash calculation and this method 

requires an additional assumption, i.e., the solubility of water in the hydrocarbon-rich liquid 

phase is also negligible. Moreover, the objective function is not guaranteed to be monotonic. 

 

4.5 Development of new isenthalpic multiphase flash calculations 

The current isenthalpic multiphase flash calculations methods such as Michelsen (1987) or 

Agarwal et al. (1991) are stage-wise methods which are dependent on stability analysis. The 

stability analysis is not only tedious and expensive but it is also a difficult task. In a reservoir 

simulator thousands to millions of flash calculations must be performed and the current available 

methods are not fast enough to be employed in a thermal compositional reservoir simulator.  

In development of our new reservoir simulator, a new isenthalpic multiphase flash calculation 

was developed to handle thermodynamic part of reservoir simulator. This model follows the 

hybrid scheme of Agarwal et al. (1991). However there is no need to perform any stability test or 

stage-wise procedure to calculate temperature and phase splitting. 

First, this model performs a series of isothermal flash in an inner loop using free water flash 

calculation method of Lapene et al. (2010). The Free water flash calculation model is 

implemented since the modified Rachford-Rice objective function is guaranteed to be 

monotonic. It also uses negative flash concept for phase distribution and phase identification, 

thus phase stability analysis is skipped. Lapene et al. (2010) tested their model with several 
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practical cases and the model showed accuracy and robustness as well as speed. For many cases 

where solubility of oil components in water phase is low, they reported that results did not show 

any significant deviation from true equilibrium. Lapene’s et al. (2010) model should not be used 

for cases where solubility of hydrocarbon component in aqueous phase is high i.e., CO2 

sequestration.    

Since the objective function is a monotonic function and it always returns a unique solution, it is 

easy to define appropriate boundaries to the flash calculation which return non-negative 

component mole fractions all the time. 

Second, in the outer loop energy equation is solved and temperature is updated. As long as the 

thermodynamic system is in wide boiling point region this model finds solution very quickly. 

When there is a narrow boiling point region, phase change happens in a very narrow window of 

temperature, then the temperature does not change in outer loop after few iterations and residual 

of energy equation remains unchanged. At this point flash calculation doesn’t converge in 

sequential method since energy equation is less sensitive to temperature and more sensitive to 

phase mole fractions.  Basically the level of explicitness of sequential method would not find the 

real solution. Therefore flash calculation is switched to the fully implicit scheme.  

Third, a system of energy equation and material balance equation is solved fully implicitly by 

Newton-Raphson method. Primary variables are temperature and phase mole fractions. We use 

the most updated temperature and phase molar fraction as initial guess for this system of 

equations and the fully implicit method converges to the solution usually within few iterations. 

In fact the good initial guess from the sequential scheme is the key factor in the success of the 

fully implicit scheme. 

The switching criterion is not based on the number of iterations or any convergence tolerance but 

it is based on the absolute change of temperature. When the temperature change is less than 

1.0E-4 K and absolute value of residual of energy equation is bigger than the 1.0E-4 J/mol then 

the isenthalpic flash calculation is switched from sequential scheme to fully implicit scheme.  
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One of the problems that the scheme 2 of Agarwal et al.’s method (1991) encountered is phase 

appearance and disappearance during Newton’s iteration. If the initial guess of temperature is not 

in convergence radius or it is not close enough to the solution then phases could appear, 

disappear or reappear during Newton’s iterations and extra care is required to handle these 

situations and the convergence of scheme 2 requires more iterations and stability tests, if it does 

not fail. 

In all of the flash calculations that have been performed in this study we did not encounter any 

difficulty in regards to phase appearance or disappearance in the isenthalpic flash calculations 

after switching to the fully implicit scheme.  Usually the number of phases remains unchanged 

during the second scheme and only temperature and phase molar fractions vary to minimize the 

residuals. 

The main reason is that the sequential scheme usually finds the temperature very close to the 

final solution temperature and it also finds the correct number of phases. However energy 

equation does not converge because the phase mole fractions are not correct. Therefore, using 

most updated temperature and phase mole fraction of sequential scheme as initial guess only 

requires few iteration of the fully implicit scheme to adjust mostly phase mole fractions.  

Temperature change is not very significant in this stage.  

The tolerance for energy and material balance equation residual is set equal to 1.E-8. If residual 

is less than the tolerance then the flash calculation is terminated and temperature, phase mole 

fractions and component mole fractions in each phase is extracted from the flash calculations. 

This new isenthalpic flash calculation method takes advantages of robustness of sequential 

scheme and speed of the fully implicit scheme. It is not sensitive to initial guess and in all of the 

performed flash calculations in this study the initial guess for temperature was set to 15 
o
C.  

The Wilson correlation (1969) was used for initialization of equilibrium ratios of flash 

calculation and except for few examples, all of the cases converged to the solution with this 

initialization. If the solution converges to the trivial solution then the flash calculation algorithm 
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checks this situation and it defines new set of initial equilibrium ratios. Once again the most 

updated equilibrium ratios of first scheme are very good candidate for these situations.  

The equilibrium ratios from Wilson correlation work very well at moderate conditions and 

because this method is not sensitive to the initial guess one can start the flash calculation from a 

low temperature. After few iterations of sequential scheme temperature reaches to very close 

proximity of the solution and the most updated equilibrium ratios can be used as initial values for 

the second scheme.  

In this chapter this new flash method will be tested against the Agarwal’s et al. (1991) method 

and the robustness, number of iteration and sensitivity to initial guess of these two methods will 

be compared. In the next section mathematical derivation of the free water flash calculation 

model and its algorithm will be discussed.  

 

4.5.1 Free water flash calculation 

In the sequential method, series of iso-thermal flash calculation is performed in an inner loop. 

Iso-thermal flash calculation method of Lapene et al. (2010) is used and this method is described 

in details in this section. This section consists of two subsections. In the first section modified 

Rachford-Rice objective function is derived and phase identification and separation will be 

explained and in the second part the algorithm of free water flash calculation is described. 

 

4.5.1.1 Derivation of Modified Rachford Rice objective function 

The equal fugacity constraint for each component in oleic/gaseous/aqueous phase was presented 

in equation 4-8. The fugacity of each component relates to fugacity coefficient by the following 

expression; 

 

iL i iV i iW iPx Py Pw                 4-12 
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The equilibrium ratios are defined as; 
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The component material balance for W/L/V system is; 

 

i i i iz Lx Vy Ww                   4-15 

 

The overall phase material balance constraint is defined as; 

 

1L V W                    4-16 

 

In free water system, water component is distributed in all three phases and hydrocarbon 

components only distribute in vapor and oleic phase. Based on this assumption mole fraction of 

water component in the water phase is equal to unity. Material balance constraint for water 

component will be as; 

 

w w wz Lx Vy W                  4-17 

 

Water fraction is calculated by rearranging component material balance for water component and 

by plugging overall material balance into the latter equation; water phase fraction is expressed 

as; 
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The component material balances for the rest of components are defined as; 

 

 1i i iz V W x Vy                 4-19 

 

By using the equilibrium ratios and the latter equations, one can derive an equation for the 

component mole fraction in oleic phase.  
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Lapene et al. (2010) started from the classical Rachford-Rice equation to find a new monotonic 

objective function between new asymptotes. By adding 
     

    
 to both sides of Rachford-Rice 

equation and performing few simple algebraic steps they developed a new monotonic objective 

function. The final form of new modified Rachford-Rice objective function is; 
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where; 
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Analytical derivative of modified Rachford-Rice is always less than zero and function is 

guaranteed to be monotonic. 
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In two phase flash calculation, V is in the range of [0, 1],  In this method, V must be in the 

interval of [0, V*], where V* is the maximum phase ratio of vapor when oleic phase disappear. 

In this case V+W=1 and V* is defined as; 
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Another useful physical restriction comes from the fact that amount of water in the vapor phase 

cannot exceed its global molar fraction. The maximum water mole fraction (yw) in the vapor 

phase while all of aqueous phase disappear is less than or equal to zw. Since W=0; then L=1-V, 

the volume of vapor phase in this situation is equal to; 

 

w w

w w
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4.5.1.2 Determination of water phase presence 

As it was mentioned before, this new objective function monotonically decreases between 

adjacent asymptotes. The vertical asymptotes occur at; 
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In negative flash concept, all solution within the range of [    ,     ] gives positive phase 

compositions.      and      are defined as; 
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When   
      

  and   
      

 ,      is greater than zero and      is less than zero. Since 

solution is within the range of [    ,     ], it can be easily shown that; 

 

min max0V V V                 4-30 

 

Presence or absence of water is very important in this method. If water phase is absent then 

classical Rachford-Rice calculation will be performed. Assume V is a solution of modified 

Rachford-Rice in the window of negative flash  [         ]  . Depending on the composition of 

water component in the oleic and vapor phase, the presence of water phase can be determined. 
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The following steps describe the method for determination of water phase presence in negative 

flash window; 

 

1. First determine position of    with respect to   ̅ ; 

                  ̅                 ( ̅)                    ̅                ̅   

             ̅                                       ̅   

                  ̅                                ̅             

2. After position of V with respect to   ̅  was determined, determine presence or absence of 

water depending on the composition of water component in oleic and vapor phase; 

              ̅                                                             

              ̅                                                             

 

4.5.1.3 Algorithm of free water flash calculation 

Lapene et al. (2010) provided a very straight forward algorithm for successive substitution (SS) 

method and they used Peng-Robinson (PR) EOS to describe each phase. However any other 

accelerated or second order method or EOS can be used for phase equilibrium calculation.  

1. Initialize equilibrium ratio (  
 ) for non-water components; i.e.; Wilson correlation   

 

                    
  

   

 
   [    (    ) (  

   

 
)]  

 

2. Initialize equilibrium ratio (  
 )  for water component; i.e.; Peng Robinson for water. 
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3. Update water mole fractions; for the first iteration mole fraction of water in vapor phase 

can be calculated from Raoult’s law. 

                      
   

                    
  

  

  
 

 

 

4. Calculate minimum and maximum equilibrium ratio for hydrocarbon components. if 

    
      

  or     
      

  then solve a classical Rachford-Rice equation and go to step 

6, otherwise go to the next step.  

5. Calculate  ̅ and determine sign of  ( ̅), evaluate the position of  ̅ relative to  . Then 

predict absence or presence of water corresponding to sign of   ( ̅) and the relative 

position of water composition. If water is present solve modified Rachford-Rice equation, 

else solve classical Rachford-Rice equation. 

6. Find V by solving classical Rachford-Rice equation by any method; e.g.; combined 

Bisection-Newton method. 

7. Find V by solving modified Rachford-Rice equation by any method; e.g.; combined 

Bisection-Newton method. 

8. If classical Rachford Rice equation was solved, calculate phase composition for all 

components including water. If modified Rachford-Rice equation was solved, calculate 

phase composition for all components excluding water. Then use equation 4-18 to 

calculate water mole fractions in different phases. 

9. Evaluate fugacity coefficient by using EOS for each phase. 

10. Evaluate convergence error; if convergence is achieved go to step 12, otherwise go to the 

next step. 
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11. Update equilibrium ratios and go back to step 3 

                     
    

 
   
   

 

o If modified Rachford-Rice equation was solved 

                 
     

     

   
 

o If Rachford-Rice equation was solved, 

    
      

 

12. Finally calculate the final distribution and assign final values for phase ratios. Set V to 

the appropriate limits if solution is out of physical range. If classical Rachford-Rice 

equation was solved and        , set it to unity. If modified Rachford-Rice equation was 

solved and       , set      .   

 

 

4.5.2 Algorithm of new isenthalpic multiphase flash calculation  

In this section we provide the following algorithm for our new isenthalpic multiphase flash 

calculations; 

 

1. Assume  ( ) is the k-th iteration values of    

2. Perform free water isothermal flash calculation and calculate      
( )

    
( )

    
( )

 

3. Calculate residual of energy equation 
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4. If                                   terminate flash calculation 

5. Solve energy equation and update  (   ) by a secant method 

6.  Limit temperature to lower and upper bound if it is out of boundaries 

7. If    (          )                       switch to the fully implicit scheme 

otherwise go to step 1 

8. Construct system of equations, energy and material balance equations 

9. Calculate residual of system 

10. If              then terminate flash calculation 

11. Construct Jacobian matrix,    
  

   
                      

12. Solve linear system of equations by Newton-Raphson’s method 

13. Update primary variables,  (   )    
(   )

 

14. Update equilibrium ratios;         
(   )

      
( )

 (
      

  
)
( )

( (   )   ( ))  

15. Update component mole fraction of each phase,      
(   )

  

16. Let         and go to  step 8 and proceed until convergence 

 

In the next section the new isenthalpic flash calculation is tested against commercial simulators 

and published data in the literature for validation and verifications. Several isenthalpic 

multiphase flash calculations with different feeds from published data are also performed at 

different enthalpies to investigate the results and performance of this new method. 

 

4.6 Validations and verifications 

The purpose of this section is to verify and validate the results of new isenthalpic flash 

calculation against current available algorithm which are used by industry. PVTSIM and CMG 

Winprop are two commercial simulator, which are used by industry and have been used in this 

study to verify and validate the accuracy of this new method. The isenthalpic flash calculation 
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method of Michelsen (1987) is used in PVTSIM and Agarwal et al. (1991) method is used in 

Winprop.   

As mentioned before isothermal multiphase flash calculation of Lapene et al. (2010) model was 

used in the current isenthalpic flash calculation method. In this section first the Lapene et al. 

(2010) model is validated by recreating the provided examples in their original paper and versus 

commercial simulators for two synthetic cases. Then the isenthalpic flash validation examples 

are presented in the next section. 

4.7 Verification of isothermal multiphase flash calculation 

Three out of five of the examples in the Lapene et al. (2010) paper are recreated. They tested five 

cases to cover all possible phase distribution configurations. Three synthetic mixture containing 

hydrocarbon and water, and two reservoir fluid-water systems were tested. Peng-Robinson cubic 

EOS was used in all test cases.  

4.7.1.1 Water/Nitrogen/C10/C20 mixture 

The mixture was tested at T = 450 K and pressure range of 100-20000 kPa. Feed composition 

and component properties are given in Table 4-1. With increasing pressure, the phase sequence is 

VL/VLW/LW. Figure 4-2 presents comparison between our results and Lapene et al.’s results. 

 

Table 4-1: Feed composition and component properties 

Component Name Mole Fraction Tc (K) Pc (kPa) ω 

H2O 0.55 647.0 22050.0 0.344 

N2 0.10 126.2 3400.0 0.040 

C10 0.10 622.0 2530.0 0.443 

C20 0.25 782.0 1460.0 0.816 
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Figure 4-2: Comparison between results of this study and Lapene et al. (2010) 
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4.7.1.2 Reservoir fluid/water mixture 

A real reservoir fluid plus water is tested. Mixture includes 18 components where composition, 

component properties, and binary interaction coefficient between components are given in Table 

4-2. The summation of mole fractions in the original paper exceeds unity, i.e., Sum = 1.2, 

therefore mole fraction of each component was normalized to get summation equal to unity.  In 

this case, two tests were done. The first test is an isothermal test, where temperature is kept at T 

equal to 450 K and pressure varies from 100 kPa to 50000 kPa. In the second test, which is an 

isobaric test, pressure is held at 5000 kPa and temperature changes in the interval of 200 K to 

700 K. Phase sequence in the first test is VL/VLW/VW and in the second test by increasing 

temperature phase sequence is LW/VLW/VL/V. Figure 4-3 and 4-4 compare results of Lapene et 

al. (2010) model and this study.  
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Figure 4-3: Comparison between this work and Lapene et al. (2010) at 450 K 
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Table 4-2: Composition and feed data  

Component 
Name 

Mole 
Fraction 

Tc (K) Pc (kPa) ω Binary interaction coefficient 

H2O N2 CO2 C1 C2 

H2O 0.1667 647.37 22120.00 0.344 0 0.4778 0.1896 0.485 0.492 

N2 0.0022 126.20 3394.00 0.040 0.4778 0 0.1000 0.100 0.100 

CO2 0.03 304.21 7377.00 0.225 0.1896 0.1000 0 0.120 0.120 

C1 0.6177 190.60 4600.00 0.012 0.4850 0.1000 0.1200 0 0 

C2 0.0662 305.40 4884.00 0.091 0.4920 0.1000 0.1200 0 0 

C3 0.0274 369.80 4246.00 0.145 0.5525 0.1000 0.1200 0 0 

i-C4 0.0057 408.10 3648.00 0.176 0.5000 0.1000 0.1200 0 0 

n-C4 0.0103 425.20 3800.00 0.193 0.5000 0.1000 0.1200 0 0 

i-C5 0.0046 464.74 3477.00 0.223 0.5000 0.1000 0.1200 0 0 

n-C5 0.0051 469.60 3374.00 0.227 0.5000 0.1000 0.1200 0 0 

C6 0.0072 515.28 3257.00 0.264 0.5000 0.1000 0.1200 0 0 

C7 0.0096 553.84 3100.00 0.290 0.5000 0.1000 0.1200 0 0 

C8 0.0089 581.28 2850.00 0.324 0.5000 0.1000 0.1200 0.020 0 

C9 0.0079 609.35 2650.00 0.379 0.5000 0.1000 0.1200 0.030 0 

C10 0.0056 626.97 2460.00 0.436 0.5000 0.1000 0.1200 0.050 0.020 

HVY 0.0138 658.15 2120.00 0.520 0.5000 0.1000 0.1200 0.070 0.040 

HVY2 0.0094 778.15 1570.00 0.650 0.5000 0.1000 0.1200 0.085 0.050 

HVY3 0.0018 998.15 1350.00 0.720 0.5000 0.1000 0.1200 0.070 0.040 
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Figure 4-4: Comparison between this work and Lapene et al. (2010) at 5000 kPa 
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4.7.1.3 Heavy oil at high temperature 

The last example in the Lapene et al. (2010) paper is extra heavy oil. This mixture is lumped into 

seven pseudo components and water. Composition and component properties of all seven pseudo 

components are presented in Table 4-3. Free water flash calculation was performed at P = 700 

kPa and temperature varied from 438 K to 438.5 K. The phase sequence in this range of 

temperature is LW/VLW/VL. The three phase equilibrium occurs in very narrow window 

(approximately 0.1 K) which is a good example of narrow boiling point region. Figure 4-5 shows 

results of Lapene et al. (2010) paper and our flash calculation code. Note that the temperature 

scale is highly expanded in this case, the same behavior as in Lapene et al. (2010) results is 

observed, however the three phase equilibrium starts at 438.04 K in our case whereas it starts at 

438.3 K at Lapene et al.’s case. In their paper they did not report the binary interaction 

coefficient between components and we assumed them to be zero in our case. Binary interaction 

coefficients could cause the deviation in our results. 

Table 4-3: Composition and component properties 

Component Name Mole fraction Tc (K) Pc (kPa) ω 

H2O 0.9834 647.37 22120.00 0.3440 

C2-C11 0.0003 635.64 2411.00 0.4645 

C12-C16 0.003 701.24 1925.00 0.6087 

C17-C21 0.0026 772.05 1510.00 0.7880 

C22-C27 0.0023 826.30 1229.00 0.9467 

C28-C35 0.0019 879.55 994.00 1.1042 

C36-C49 0.0017 936.97 779.00 1.2730 

C50+ 0.0048 1260.00 600.00 1.6500 
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Figure 4-5: Comparison between results of this work and Lapene et al. (2010) for heavy oil case 
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4.7.1.4 Water\C6\C10\C15 mixture 

After recreation of the three cases of original paper, the results of this method are compared with 

commercial PVT packages, i.e., CMG Winprop, and PVTSIM. In this part a very detailed 

comparison between the current code and PVT packages results was performed. Composition, 

components properties and binary interaction coefficient are provided in Table 4-4. SRK EOS is 

used instead of Peng-Robinson EOS in the next cases. 

A synthetic mixture was tested for a range of temperature while pressure was kept constant at 

500 kPa and for a pressure range while temperature kept constant at 438 K. These two tests were 

performed with PVTSIM and CMG Winprop. During the increasing pressure and temperature 

different phase sequences were observed. Phase mole fractions of each phase are plotted to 

compare the results of simulators and current code in Figure 4-6 and 4-7. Table 4-5 shows that, 

in the presence of free water, the solubility of water in oil phase increases as temperature 

increases. When the free water phase disappears, the mole fraction of water in liquid phase 

decreases with increasing temperature. 

Table 4-4: Composition and component properties 

Component Name Mole fraction Tc (K) Pc (kPa) ω 

H2O 0.55 647.3 22089.00 0.344 

C6 0.1 507.4 2969.00 0.296 

C10 0.1 594.906 2439.00 0.5764 

C15 0.25 676.266 1824.00 0.7678 

 

Binary Interaction 
Coefficient 

H2O C6 C10 C15 

H2O 0    

C6 0.48 0   

C10 0.48 0.00280 0  

C15 0.48 0.01097 0.02657 0 
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Table 4-5: Comparison between results of this study and commercial PVT packages at 500 kPa  

 This Study PVTSIM WINPROP 

T(K) Components wi yi xi wi yi xi wi yi xi 

288 H2O 1 0.0000 0.0003 1 0.0000 0.0003 1 0.0000 0.0002 

C6 0 0.0000 0.1000 0 0.0000 0.1000 0 0.0000 0.1000 

C10 0 0.0000 0.2999 0 0.0000 0.2999 0 0.0000 0.2999 

C15 0 0.0000 0.5998 0 0.0000 0.5999 0 0.0000 0.5999 

338 H2O 1 0.0000 0.0025 1 0.0000 0.0025 1 0.0000 0.0024 

C6 0 0.0000 0.0998 0 0.0000 0.0998 0 0.0000 0.0998 

C10 0 0.0000 0.2993 0 0.0000 0.2993 0 0.0000 0.2993 

C15 0 0.0000 0.5985 0 0.0000 0.5985 0 0.0000 0.5985 

388 H2O 1 0.0000 0.0130 1 0.0000 0.0130 1 0.0000 0.0128 

C6 0 0.0000 0.0987 0 0.0000 0.0987 0 0.0000 0.0987 

C10 0 0.0000 0.2961 0 0.0000 0.2961 0 0.0000 0.2962 

C15 0 0.0000 0.5922 0 0.0000 0.5922 0 0.0000 0.5923 

438 H2O 0 0.8464 0.0283 0 0.8464 0.0283 0 0.8542 0.0278 

C6 0 0.0619 0.0337 0 0.0619 0.0337 0 0.0629 0.0328 

C10 0 0.0764 0.2502 0 0.0764 0.2502 0 0.0680 0.2593 

C15 0 0.0152 0.6878 0 0.0152 0.6878 0 0.0149 0.6800 

488 H2O 0 0.6988 0.0212 0 0.6988 0.0212 0 0.7062 0.0210 

C6 0 0.0634 0.0178 0 0.0634 0.0178 0 0.0640 0.0175 

C10 0 0.1468 0.1578 0 0.1468 0.1578 0 0.1400 0.1733 

C15 0 0.0910 0.8032 0 0.0911 0.8032 0 0.0898 0.7883 
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Figure 4-6: Comparison between results of this study and commercial PVT packages 
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Figure 4-7: Comparison between results of this study and commercial PVT packages 
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4.7.1.5 Synthetic mixture (Water\C10\C15\C19\C25\C26
+
) 

Another synthetic mixture was introduced to perform more validation tests. The same tests were 

applied on this synthetic mixture. The synthetic mixture consists of water and five hydrocarbon 

components. Properties of these components are listed in Table 4-6. All of HC-HC binary 

interaction coefficients are equal to zero. H2O-HC binary interaction coefficient is equal to 0.48. 

A wide range of pressure and temperature was used to challenge the current free water flash 

calculation model. In the first test, pressure changes in the range of 500 to 20000 kPa while 

temperature is kept at 488K. Phase equilibrium sequence in this pressure range varies from 

VL/L/LW. In Figure 4-8, the mole fractions of phases are plotted. In the second test pressure 

remains constant at 1500 kPa and temperature varies from 288 K to 538 K. Mixture goes from 

Liquid/Water to Vapor/Liquid state.  

To validate the results of current model, the same test were conducted by the two commercial 

simulators and the results are almost identical. It is worth mentioning that the tolerance equal to 

1.0E
-15

 was chosen for flash calculation and successive substitution method was used to perform 

the flash calculations.  

 

Table 4-6: Composition and component properties 

Component Name Mole fraction Tc (K) Pc (kPa) ω 

H2O 0.0915 647.300 22089.00 0.3440 

C10 0.0004 594.906 2439.00 0.5764 

C15 0.0009 676.266 1824.00 0.7678 

C19 0.0009 726.653 1581.00 0.9046 

C25 0.0023 791.757 1435.00 1.0755 

C26+ 0.9040 802.131 1420.00 1.1014 
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Figure 4-8: Comparison between results of this study and commercial PVT packages 
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 Figure 4-9: Comparison between results of this study and commercial PVT packages 
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4.8 Verification of isenthalpic multiphase flash calculation 

The developed multiphase isenthalpic flash calculation method was validated with several 

examples from the literature. First, three examples from Agarwal et al.’s paper (1991) were 

extracted from the original paper. We had to choose only the examples which contain water 

component since the free water assumption is used. These three examples were run in CMG 

Winprop and their results were compared against the current simulator. Then in the second step, 

the same examples were run with PVTSIM but with different reference enthalpies. Two of these 

three examples are more difficult for isenthalpic flash calculations, since the phase change 

happens in very narrow boiling point region. Soave modification of Redlich and Kowng equation 

of state (1972) was used in all of verification and validations.  

4.8.1.1 Example 1: mixture (Water/CO2/C9/C41) vs. CMG Winprop 

In this mixture the water component in the feed is equal to 98% and it includes CO2. This 

mixture was selected because of three main reasons. First, it includes CO2, and CO2 has high 

solubility in water phase at high temperatures. We wanted to see the deviation of the results of 

current model which uses free water assumption against the cases were mutual solubility of 

component in all phases are considered. Second, water component global mole fraction is 98% 

and it is very common in the reservoir simulators to have a grid block with only traces of 

hydrocarbons. Third, the phase change occurs in a very narrow window of temperature and 

variation of enthalpy with temperature is very abrupt.   

The synthetic mixture consists of water and three hydrocarbon components and properties of 

these components are listed in Table 4-7. A wide range of total molar enthalpy was used while 

feed composition and pressure were kept constant to cover different phase change regions. 

Figure 4-10 shows variation of vapor phase mole fraction versus temperature for CMG Winprop 

and the current model. The red line is CMG Winprop results and blue circles are current model. 

Total molar enthalpy is changing from -30000 to 30000 J/mol and pressure is equal to 7040 kPa. 

The results match very closely and the phase change occurs in a very narrow window of 

temperature.  
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Figure 4-11 plots variation of vapor phase mole fraction versus total molar enthalpy. It is clear 

that the variation of total molar enthalpy versus vapor phase mole fraction is not as steep as 

vapor phase mole fraction versus temperature.  

CMG Winprop takes into account the solubility of other component in the water phase. In this 

new isenthalpic flash calculation method, first the sequential method is used and it finds the 

initial guess for temperature and phase fractions and this information is then used in the fully 

implicit scheme. In the fully implicit scheme we also take into account the mutual solubility of 

all phases, thus the results of this study and CMG Winprop are very close to each other. 

  

Table 4-7: Composition and component properties for Example 1 

Component Name Mole fraction Tc (K) Pc (kPa) ω 

H2O 0.9814 647.3000 22048.3200 0.3440 

CO2 0.0047 304.2000 7376.4600 0.2250 

C9 0.0018 598.5000 2729.7000 0.3908 

C41 0.0121 938.5000 788.3100 1.2725 

 

Component Name Cp1 Cp2 Cp3 Cp4 

H2O 33.75536 -0.005940 2.24E-05 -9.96E-09 

CO2 29.26153 -0.022360 0.000265 -4.15E-07 

C9 -23.62510 0.780753 -0.000320 0.00 

C41 -24.10940 3.004869 -0.001140 0.00 

 

Binary Interaction Coefficients H2O CO2 C9 C41 

H2O 0    

CO2 0.20 0   

C9 0.48 0.15 0  

C41 0.48 0.15 0.0294163 0 
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Figure 4-10: Variation of gas phase mole fraction versus temperature 

 

 

Figure 4-11: Variation of gas phase mole fraction versus total molar enthalpy 
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4.8.1.2 Example 1: mixture (Water, CO2, C9, C41) vs. PVTSIM 

The same mixture as example 1 is used and it has been validated against PVTSIM which uses 

Michelsen’s (1987) model. Different reference enthalpy was used in this model; therefore the 

temperature range is different in this case in comparison with the first case. 

 

Figure 4-12: Variation of gas phase mole fraction versus temperature and total molar 

enthalpy 
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4.8.1.3 Example 2: mixture (Water, CO2, C2, nC5, C8, C12) vs. CMG Winprop 

In this mixture water component global mole fraction is equal to 13% and CO2 is 80%. This 

mixture is close to example 1 but it has more CO2 and less water. The heaviest component is C12 

which is not as heavy as C41. In this example also a wide range of total molar enthalpy at 

constant pressure and feed composition were examined. This mixture consists of water and five 

other components and Table 4-8 presents the mixture’s component properties. Figure 4-13 

compares the results of this model against CMG Winprop which uses Agarwal et al.’s model 

(1991). Figure 4-13 shows that in the beginning there is LW equilibrium and by increasing the 

enthalpy of system first a sharp three phase LVW region occurs, after that water phase 

disappears and there is a wide range of LV equilibrium and finally only vapor phase remains in 

the system. The results of the current model are almost identical with the Agarwal et al.’s model 

(1991).  

Table 4-8: Composition and component properties for Example 2 

Component Name Mole fraction Tc (K) Pc (kPa) ω 

H2O 0.134 647.3 22048.3 0.344 

CO2 0.800 304.2 7376.1 0.225 

C2 0.033 305.4 4883.6 0.098 

nC5 0.011 469.6 3374.0 0.251 

C8 0.011 570.5 2950.4 0.351 

C12 0.011 663.9 2191.6 0.522 

 

Component Name Cp1 Cp2 Cp3 Cp4 

H2O 33.75536 -0.00594 2.24E-05 -9.96E-09 

CO2 29.26153 -0.02236 0.000265 -4.15E-07 

C2 33.30586 -0.01113 0.000357 -3.76E-07 

nC5 33.77337 0.24845 0.000253 -3.84E-07 

C8 -20.53700 0.69221 -0.000280 0 

C12 -26.45610 1.02055 -0.000410 0 
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Binary Interaction Coefficients H2O CO2 C2 nC5 C8 C12 

H2O 0      

CO2 0.2000 0     

C2 0.4911 0.15 0    

nC5 0.5000 0.15 0.008578 0   

C8 0.4800 0.15 0.01796 0.001765 0  

C12 0.4800 0.15 0.033751 0.008637 0.002618 0 

 

 

Figure 4-13: Variation of gas phase mole fraction versus temperature and total molar 

enthalpy 

4.8.1.4 Example 2: mixture (Water, CO2, C2, nC5, C8, C12) vs. PVTSIM 

The same mixture as example 2 is used and it was tested for different molar enthalpy range but 

same pressure and feed composition and different reference enthalpy for ideal gas enthalpies. 

Figure 4-14 and 4-15 express variation of vapor phase mole fraction versus temperature and total 

molar enthalpy respectively. The result shows very good agreement between the current model 

and Michelsen’s (1987) model. The reference temperature for ideal gas enthalpy is equal to 

273.15 K. 
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Figure 4-14: Variation of gas phase mole fraction versus temperature 

 

Figure 4-15: Variation of gas phase mole fraction versus total molar enthalpy 
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4.8.1.5 Example 3: mixture (Water, C1, C40) vs. CMG Winprop 

This case is from example 11 of Agarwal’s paper (1991). This example is very similar to typical 

fluid mixtures which are used in SAGD simulation. The mixture consists of water, a volatile 

component and an almost non-volatile component. The global mole fraction is equal for all three 

components; i.e.; equal to 0.3333. Properties of these components are listed in Table 4-9. 

Pressure is kept at 1000 kPa and total molar enthalpy changes from -55000 to 110000 J/mol. 

Once again the results of these model and CMG Winprop are very close. 

Table 4-9: Composition and component properties for Example 3 

Component Name Mole fraction Tc (K) Pc (kPa) ω 

H2O 0.3333 647.3 22048.32 0.344 

C1 0.3333 190.6 4599.93 0.008 

C40 0.3334 934.3 800.43 1.259 

 

Component Name Cp1 Cp2 Cp3 Cp4 

H2O 33.75536 -0.00594 2.24E-05 -9.96E-09 

C1 36.14727 -0.05111 0.000221 -1.82E-07 

C40 -24.03340 2.96444 -0.001120 0 

 

Binary Interaction Coefficients H2O C1 C40  

H2O 0    

C1 0.4907 0   

C40 0.4800 0.125465 0  
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Figure 4-16: Variation of gas phase mole fraction versus temperature and total molar 

enthalpy 
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4.8.1.6 Example 3: mixture (Water, C1, C40) vs. PVTSIM 

The same mixture as example 3 is used and it was tested the same pressure and feed 

composition. Figure 4-17 and 4-18 show variation of temperature and total molar enthalpy versus 

vapor phase mole fraction respectively. The result shows very good agreement between the 

current model and Michelsen’s (1987) model. The reference temperature for ideal gas enthalpy is 

equal to 273.15 K. 

 

Figure 4-17: Variation of gas phase mole fraction versus temperature 
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Figure 4-18: Variation of gas phase mole fraction versus total molar enthalpy 

 

4.9 Isenthalpic flash results and discussions  

In this section the new isenthalpic multiphase flash calculation method is used with several 

synthetic fluids. The synthetic mixtures are run for a wide range of total molar enthalpies at 

given constant pressure and feed composition. In the reservoir simulator, energy, pressure and 

feed composition at each grid block change with time at each Newton iteration level throughout 

the simulation due to injection and production of mass and energy. In thermal and hybrid 

processes where pure steam or combination of steam and small amount of solvent is injected into 

the reservoir, the global mole fraction of water component changes from its original value to 

values close to one in most of the reservoir grid blocks. In addition to global mole fraction, total 

energy of grid block also changes due to higher temperature of injected steam.  

Thus several test cases were designed and tested to investigate the effect of change of global 

mole fraction and energy on phase splitting and temperature calculation during isenthalpic flash 
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calculation. In these tests the global mole fraction of water component is changing from low 

values to values up to 99%. This is commonly encountered in thermal simulators when hot steam 

is injected into the reservoir.  

Another objective of these tests was to compare the robustness and speed of these method 

compared to the currently available algorithms such as Agarwal et al.’s model (1991). As it was 

mentioned in the last section this new isenthalpic flash calculation method is not sensitive to 

initial guess and a poor initial guess only requires more number of iteration to find the final 

solution. All three schemes of Agarwal et al. (1991) method are available in CMG Winprop and 

user has the ability to set the initial guess and also select the flash scheme. A single initial guess 

for temperature is used as initial guess and the sensitivity of CMG Winprop hybrid scheme to the 

initial guess is compared with the current algorithm. 

In the other study the number of iterations for hybrid scheme of Agarwal et al. (1991) model is 

compared to the number of iteration of the current method. Once again the same initial guess is 

used for comparison between hybrid scheme of Agarwal’s method (1991) and this method. The 

failure of each method also shows the sensitivity of these schemes to the initial guess. 

It is worth mentioning that the Wilson correlation (1969) was used for initialization of 

equilibrium ratios in all comparison tests for the current isenthalpic flash calculation method. 

However any method of initialization can be implemented in the algorithm. Soave modification 

of Redlich and Kwong equation of state (1972) was used in all of the current studies. 

 

4.9.1 Case 1: mixture (H2O/C1/C6/Bitumen)    

The synthetic mixture consists of water and three hydrocarbon and fluid properties are extracted 

from Gates et al. (2007) with few modifications and are presented in Table 4-10. Table 4-10 also 

presents the ideal gas specific heat capacity coefficients of each component.  The ideal gas 

specific heat capacity coefficients are taken from CMG Winprop package. This mixture was 

tested for a range of total molar enthalpies and it was compared with CMG Winprop for 
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accuracy, speed and its sensitivity to initial guess. The global mole fraction of water component 

was changed twice and the mixture was tested for different ranges of total molar enthalpies. 

Table 4-10: Composition and component properties for Case 1 

Component MW Pc(kPa) Tc(K) ω  Mole fraction 

H2O 18.015 22088.85 647.37 0.344 0.9000 

C1 16.043 4600.16 190.60 0.008 0.0002 

C6 86.178 3289.00 507.40 0.275 0.0030 

BITUMEN 570.000 999.06 976.00 1.124 0.0968 

 

Component CP1 CP2 CP3 CP4  

H2O 34.49058 -0.01426 4.73E-05 -3.57E-08  

C1 37.93011 -0.06841 0.000272 -2.39E-07  

C6 -5.96761 0.53462 -0.000200 0  

BITUMEN -19.84750 3.02670 -0.001140 0  

 

Binary Interaction 
Coefficients 

H2O C1 C6 BITUMEN  

H2O 0      

C1 0.4907 0    

C6 0.4800    0.025345 0   

BITUMEN 0.4800 0.132875 0.048416      0  

 

4.9.1.1 Test 1: mixture with Z(H2O) = 90% 

In the first test water with global mole fraction of 90% was used and the results of the current 

simulator are compared against hybrid scheme of Agarwal et al.’s model (1991) from CMG 

Winprop. There is a very good match between the results of two simulators. The initial guess 

equal to 288.15 K was used, pressure equal to 500 kPa and the simulation was run for a wide 

range of enthalpies from -46000J/mol to 26000 J/mol with 4000 J/mol increment . Fluid mixture 

changes from WL region to WLV region and after that to LV and single vapor phase V. As 
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shown in Figure 4-19, three phase region happens in a relatively narrow window and both 

methods were able to capture it. In Figure 4-20 the number of iterations to convergence for both 

simulators with the same initial guess is presented. In all tested enthalpies the current model 

takes fewer number of iteration except for two points.  

 

 

Figure 4-19: Variation of gas phase mole fraction versus temperature 
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Figure 4-20: Number of iterations at each point of this study versus CMG Winprop 

 

4.9.1.2 Test 2: mixture with Z(H2O) = 98.982% 

In the second test, global mole fraction of water was increased to 98.982% and global mole 

fraction of bitumen was decreased to 0. 698%. Global mole fraction of C1 and C6 and operating 

pressure remained unchanged. The synthetic mixture was tested against the range of total 

enthalpies from -40000 J/mol to 32000 J/mol with 6000 J/mol increment.  This case is more 

difficult than the first case due to higher global mole fraction of water and existence of traces of 

low volatile hydrocarbon in the mixture. In this situations three phases equilibrium occurs in a 

very narrow window of temperature.  

Figure 4-21 shows the results of the current model versus the results of CMG Winprop. The 

results show a good agreement between two methods. Sensitivity of both model to initial guess 

of both models to calculate phase splitting and temperature calculation was tested. The hybrid 

scheme of Agarwal et al. (1991) was selected in CMG Winprop. 
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Figure 4-21: Variation of gas phase mole fraction versus temperature 

 

 

Figure 4-22: Number of iterations at each point of this study versus CMG Winprop 
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In this test case, hybrid method of Agarwal et al. (1991) was not able to find the solution for the 

last three points with the initial guess of 288.15 K. However the current model shows no 

sensitivity to initial guess. In terms of number of iteration at some points the current model has 

better performance and at some points CMG Winprop performs less number of iterations to 

reach to the solution. These are only for the points that CMG Winprop was able to converge to 

the solution with the hybrid scheme. 

4.9.2 Case 2: mixture (H2O/C8/C13/C24/C61)  

In this case fluid mixture information was extracted from example 5-6 of Brantferger’s 

dissertation (1991) and it was modified for use in this comparison.  The mixture contains water 

and four other components. Fluid properties and ideal heat capacity coefficients are presented in 

Table 4-11. The given pressure was equal to 500 kPa. This fluid mixture was also tested over a 

wide range of total molar enthalpies and phase identification and splits are calculated by the 

current method. All of hydrocarbon components have low equilibrium ratios and have low 

volatility. Therefore the three phase equilibrium happens in a very narrow boiling point region. 

In fact the three phase equilibrium region is similar to a water and dead oil mixture system and 

such systems are most difficult cases to handle, but unfortunately these are the dominant cases in 

thermal processes. 

All of the binary interaction coefficients are equal to zero for this example. The robustness of the 

current method and also its sensitivity to the initial guess were investigated for this mixture. 

Brantferger (1991) used this fluid mixture as one the test cases for their thermal compositional 

simulator. 
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Table 4-11: Composition and component properties for Case 2 

Component MW Pc(kPa) Tc(K) ω  Mole fraction 

H2O 18.015 22120.00 647.370 0.344 0.6904 

C8 116.000 3482.00 575.780 0.400 0.1379 

C13 183.000 2337.00 698.000 0.840 0.0868 

C24 337.000 1207.00 821.300 1.070 0.0629 

C61+ 858.000 779.00 1010.056 1.330 0.0220 

 

Component CP1 CP2 CP3 CP4  

H2O 32.240  0.001924 0.00001055 -3.596E-09  

C8 -1.23E+01 6.65e-1  -2.52e-4     0  

C13 -5.080    9.97e-1        -4.14e-4 0  

C24 -5.690 1.840000 -7.64e-4      0  

C61+ 0.123 4.750000 -1.95e-3 0  

 

4.9.2.1 Test 1: mixture with Z(H2O) = 69.04% 

In the first test, the same global mole fraction as original data was used. Water global mole 

fraction is equal to 69.04% and the mixture was tested for a wide range of molar enthalpies. In 

this case total molar enthalpy varies from -20000 J/mol to 0.0 J/mol with 4000 J/mol increment 

and from 0.0 J/mol to 66000 J/mol with 6000 J/mol increment and pressure is equal to 500 kPa. 

Both simulators were able to find the solution with the initial guess of 288.15 K for this case. 

The hybrid method of Agarwal (1991) was used in this test. Figure 4-23 shows the vapor molar 

fraction versus the temperature and the fluid mixture passes through the LW/LVW/LV regions. 

The results of two methods show very close match. 
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Figure 4-23: Variation of gas phase mole fraction versus temperature 

 

 

Figure 4-24: Number of iterations at each point of this study versus CMG Winprop 
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The numbers of iteration with the initial guess of 288.15 K for these two simulators are plotted in 

the Figure 4-24 and the current model has less number of iterations in all cases. It is very 

important to consider that the current model does not use any stability analysis and Agarwal’s 

method (1991) is based on the stability test. Therefore, if the number of iteration for Agarwal’s 

method (1991) is higher the number of stability test is also higher. Therefore each Newton’s 

iteration of Agarwal’s method computationally is more expensive than the developed method 

4.9.2.2 Test 2: mixture with Z(H2O) = 96.904% 

In the second test, the global mole fraction for water component was increased and the global 

mole fractions of other components were decreased to 1.379%, 0.868%, 0.629%, and 0.22% 

respectively. Pressure remained unchanged and total molar enthalpy varies from -30000 J/mol to 

46000 J/mol with 6000 J/mol increment. This case is more difficult than the first test case and it 

can seriously challenge both simulators. Figure 4-25 shows the phase molar fraction versus the 

temperature for this case. The results are almost identical and VLW phase region happens in a 

very narrow window of temperature.  

 

Figure 4-25: Variation of gas phase mole fraction versus temperature 
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In this case the hybrid method of Agarwal et al. (1991) was not able to converge for last seven 

points and the Newton method with better initial guess was required. This case is more 

challenging and difficult to converge to the solution. However the current method was able to 

handle all the test points with the same initial guess equal to 288.15 K. The Current model takes 

fewer number of iteration for all the converged cases in comparison with the Agarwal et al.’s 

hybrid method (1991). 

 

Figure 4-26: Number of iterations at each point of this study versus CMG Winprop 

 

4.9.3 Case 3: mixture (H2O/C6/C10/C15) 

In this case, the fluid mixture was extracted from Case 3 of chapter 4 of Varavei’s dissertation 

(2009). The fluid properties and ideal heat capacity coefficient for each component is presented 

in the Table 4-12 and it is taken from CMG Winprop package. The binary interaction 

coefficients and global mole fractions of each component in the feed are also presented in Table 

4-12. 
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Table 4-12: Composition and component properties for Case 3 

Component MW Pc(kPa) Tc(K) ω   Mole fraction 

H2O 18.015 22047.230 647.3 0.344000 0.790 

C6 86.178 3288.847 507.5 0.275040 0.002 

C10 134.000 2534.013 622.1 0.443774 0.003 

C15 206.000 1849.090 718.6 0.651235 0.205 

 

Component CP1 CP2 CP3 CP4  

H2O 33.75536 -0.00594 2.24E-05 -9.96E-09  

C6 -5.95528 0.533519 -0.0002 0  

C10 -25.1949 0.859989 -0.00035 0  

C15 -31.5697 1.291896 -0.00052 0  

 

Binary Interaction Coefficients H2O C6 C10 C15  

H2O 0     

C6 0.48 0    

C10 0.48    0.002866 0   

C15 0.48 0.010970 0.002657      0  

 

Similar to the last examples, global mole fraction of water component in the mixture is changed 

and the mixture was tested for a wide range of total molar enthalpies. 

4.9.3.1 Test 1: mixture with Z(H2O) = 79.0% 

In the first test case, global mole fraction of water is equal to 79% and the mixture was tested at 

given pressure equal to 500 kPa. The mixture is in LW region at low enthalpies and by 

increasing the total molar enthalpy, the vapor phase appears and three phase region VLW 

happens. As energy of system increases furthermore, water phase disappears and two phase 

equilibrium VL occurs for a wide range of temperature.  As it is shown in Figure 4-27 results of 

the current simulator is in good agreement with the CMG Winprop.  
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In this case both simulator ware able to find the phase splitting at all energies and they are not 

sensitive to the initial guess which was equal to 288.15 K. In this example, the current algorithm 

takes less number of iteration compare to hybrid method of Agarwal et al. (1991) except for last 

two points. The total molar enthalpy varies from -47000 J/mol to 55000 J/mol with 6000 J/mol 

increment. 

 

Figure 4-27: Variation of gas phase mole fraction versus temperature 
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Figure 4-28: Number of iterations at each point of this study versus CMG Winprop 

 

4.9.3.2 Test 2: mixture with Z(H2O) = 99.0% 

The same mixture but with higher global mole fraction for water phase is tested in this case. 

Global mole fraction of C15 was decreased to 0.5% and global mole fraction of C6 and C10 

remained unchanged. The same given pressure and initial guess for temperature is used. The total 

molar enthalpy varies from -47000 J/mol to 19000 J/mol with 6000 J/mol increment. The CMG 

Winprop hybrid scheme failed to converge with this initial guess for last three points and their 

second scheme with better initial guess was used. The results of two simulators are compared in 

Figure 4-29. The results are very close except for one point (the fifth point with total enthalpy 

equal to -23000 J/mol). The current model shows three phase system VLW with temperature 

equal to 423.5416 K, however the hybrid model of CMG Winprop shows two phase LW region 

and with temperature equal to 420.4007 K. The current method and CMG Winprop hybrid 

method converged to the solution with 29 and 98 iterations respectively.  
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Figure 4-29: Variation of gas phase mole fraction versus temperature 

 

The results of this special point are reported in Table 4-13. CMG Winprop scheme 2 with better 

initial guess was used to check the solution of isenthalpic flash calculation at this point and the 

final solution was similar to the result of current model. In fact vapor phase appears at 

temperature equal to 423.5493 K. This enthalpy is close to the phase boundary enthalpy and 

these situations are usually difficult to converge. 

Table 4-13: Phase fraction of three different schemes  

Model Total Molar Enthalpy, J/mol Temperature, K Phase  mole fraction Iteration 

W L V 

Current -23000 423.5416 .9294 .0062 .06444 29 

Winprop Hybrid -23000 420.4007 .9302 .0698 .000 98 

Winprop Scheme 2 -23000 423.5493 .9289 .0062 .06486 42 
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This example shows that the current model was able to capture the phase appearance very close 

to boundary. Figure 4-30 shows results of current model and CMG Winprop. In this plot the 

vapor phase fraction for the fifth point is taken from the second scheme. The number of iteration 

for the current method and CMG Winprop hybrid’s scheme are plotted in Figure 4-31. The 

current model takes fewer numbers of iteration to converge with the 288.15 K initial guess for 

temperature compare to CMG Winprop hybrid’s scheme.  

 

Figure 4-30: Variation of gas phase mole fraction versus temperature 
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Figure 4-31: Number of iterations at each point of this study versus CMG Winprop 
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Chapter Five: SIMULATOR VALIDATION AND VERIFICATION  

The purpose of this chapter is to verify and validate the results of this numerical simulator 

against the well-known analytical problems. In some cases where there is no analytical model 

available, this simulator is tested against the commercial reservoir simulators or standard 

published problems like the Aziz’s et al. (1987) fourth SPE problems. 

The current simulator has several functionalities and features as outlined below. 

 Conductive and convective heat and mass flow 

 Heat loss to overburden and underburden 

 Sink/Source heaters 

 Sink/Source multilayer, directional wellbore model with different well constraints; 

o BHP control 

o Rate control 

 Two different PVT packages to handle thermodynamic properties of fluid 

 K-Value option 

 EOS option ( PR or SRK EOS) 

All of these features are very important in the performance of any thermal compositional 

reservoir simulator and they must be verified and validated before running any complex process 

such as ES-SAGD or SAGD. 

 

5.1 Case 1: Buckley-Leverett (1942) problem  

To confirm the ability of this simulator to model displacement of a non-wetting phase by a 

wetting phase, the simulator results were compared with the analytical solution of the Buckley-

Leverett (1942) problem. The Buckley-Leverett (1942) problem is an isothermal, 

incompressible, two phase flow problem in a one dimensional domain and the solution is 

obtained by using method of characteristics. Water is injected at constant rate at one end and oil 
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is produced from the opposite end under constant bottom-hole pressure. This test verifies the 

convective mass flow feature of the simulator. 

The following equations express mathematical formulations of this problem and its boundary and 

initial conditions; 
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   is volumetric fractional flow of water phase,     is the angle between displacement direction 

and the horizontal plane,    is the capillary pressure and   is the superficial flow velocity. By a 

simple mathematical procedure the location of front at any time can be calculated by the 

following expression; 
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                5-5 

A case from published data was selected to validate the results of this simulator against the 

analytical solution of Buckley-Leverett (1942) problem. This case was chosen from Huang’s 

Dissertation (2007).  Table 5-1shows the input data of the displacement problem adapted from 

Huang’s dissertation (2007). 

As mentioned before, it is an isothermal problem; therefore water was injected at the same 

temperature as the initial reservoir temperature. To mimic incompressibility of the problem, 

compressibility of water and oleic phases are kept equal to zero and rock compressibility is very 

small. Figure 5-1 shows the results of the simulator versus analytical solution of Buckley-

Leverett (1942) problem. There is a good agreement between them and the simulator was able to 
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produce the correct front location in this two phase water flooding problem. The front of 

numerical simulator is not as sharp as the analytical solution due to numerical dispersion plus 

first order upwind scheme that has been used for convective term of the conservation of mass 

equations. 

Table 5-1: Reservoir properties for Buckley-Leverett (1942) problem Case 1 

  

Number of grid blocks, (nx, ny, nx) 201,1,1 

Dimension of grid blocks, (∆x, ∆y, ∆z), m 4.572E-3, 0.135, 0.135 

Initial Conditions:  

Temperature, K 333.333 

Pressure, kPa 551.581 

Water viscosity, cp 0.860 

Oil viscosity, cp 5.763 

Residual oil saturation 0.200 

Initial oil saturation 0.800 

Irreducible water saturation 0.200 

Initial water saturation 0.200 

Reservoir Properties:  

Porosity 0.260 

Pore volume compressibility, 1/kPa 0.000 

Permeability, md 100.000 

Well Conditions:  

Injection temperature, K 333.333 

Water injection rate, PV/day 0.005 

Producer BHP, kPa 413.685 

Relative permeability constants:  

Oleic phase relative permeability end point 0.8 

Oleic phase relative permeability exponent 2.0 

Aqueous phase relative permeability end point 0.3 

Aqueous phase relative permeability exponent 2.0 
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Fluid properties for Buckley-Leverett (1942) problem from Huang’s dissertation (2007) are 

presented in Table 5-2; 

Table 5-2: Fluid properties for Buckley-Leverett (1942) problem for Case 1 

Component MW Density(kg/m
3
) 

H2O 18.015 712.260 

OIL 400.000 586.160 

Figure 5-1 shows a good agreement between the results of this simulator against the analytical 

solution at different times. 

 

 

Figure 5-1: Numerical and analytical solution of Buckley-Leverett (1942) problem for Case 

1 

 



 

124 

 

5.2 Case 2: Lauwerier (1955) problem 

Heat loss to overburden and underburden has a direct impact on the energy efficiency of thermal 

processes such as SAGD, CSS and steam flooding. In this simulator Vinsome and Westerveld 

semi-Analytical model (1980) were used to model heat loss. In their original paper, Vinsome and 

Westerveld (1980) verified their model against the Lauwerier (1955) problem. It is one of the 

standard problems to validate convective and conductive heat flow of simulator and heat loss. 

Lauwerier (1955) problem is a two dimensional problem of displacement of cold oil by hot water 

within a permeable zone. They solve conservation of energy equation for this problem under the 

following assumptions; 

 Constant porosity, permeability, and thickness 

 Thermal conductivity only in vertical direction 

 Thermal conductivity of cap-rock and reservoir are equal 

 Instantaneous thermodynamic equilibrium 

 Constant specific heat of the fluids and reservoir rock 

Conservation of energy in water layer is expressed as; 

 

1 1
1 1 0pz p pz w pw loss

T T
h C h v C q

t x
 

 
  

 
             5-6 

 

Where, pzh is half of thickness of water bearing layer. Conservation of energy for overburden or 

oil bearing layer is expressed by; 
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These two equations are coupled by heat loss term in the first equation; 
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The boundary and initial conditions of this problem are; 

 

   1 1, 0 , 0 resT x t T z t T                  5-9 

  1 0, injT x t T                5-10 

 

By solving these two equations they developed an analytical solution for this problem as: 
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Where; 
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   2 2 1p r pr w w pw o o poC C S C S C                   5-16 

 

 (     ) is the unit step function which is equal to unity if      , otherwise zero. To 

validate results of this simulator against the analytical solution, two cases were selected. The first 

case is extracted from Brantferger dissertation (1991) and the second case from Varavei’s 

dissertation (2009).  

Figure 5-2 shows the temperature versus distance at different times of the solution for Lauwerier 

(1955) problem. The result shows a good agreement between the analytical and numerical 

computation of temperature profile and it verifies the implementation of Vinsome and 

Westerveld (1980) semi-analytical heat loss method. 

 

 

Figure 5-2: Numerical and analytical solution for Lauwerier (1955) problem Case 2, 

example 1 

Table 5-3 shows the input data for oil and reservoir properties which is adopted from Brantferger 

dissertation (1991).  
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Table 5-3: Reservoir properties for Lauwerier (1955) problem 

  

Number of grid blocks, (nx, ny, nx) 201,1,1 

Dimension of grid blocks, (∆x, ∆y, ∆z), m 3.810, 0.305, 3.048 

Initial Conditions:  

Temperature, K 288.150 

Pressure, kPa 551.600 

Water viscosity, cp 0.860 

Oil viscosity, cp 5.763 

Residual oil saturation 0.200 

Initial oil saturation 0.010 

Irreducible water saturation 0.200 

Initial water saturation 0.990 

Reservoir Properties:  

Porosity 0.260 

Pore volume compressibility, 1/kPa 0.000 

Permeability, md 10500.000 

Cap rock thermal conductivity, kJ/m-day-K 218.000 

Cap rock heat capacity, kJ/m
3
-K 2350.000 

Well Conditions:  

Injection temperature, K 444.444 

Bottom-hole injection rate, m
3
/day 0.816 

Producer BHP, kPa 413.685 

Relative permeability constants:  

Oleic phase relative permeability end point 0.8 

Oleic phase relative permeability exponent 2.0 

Aqueous phase relative permeability end point 0.3 

Aqueous phase relative permeability exponent 2.0 

 

 

 



 

128 

 

Fluid properties for Lauwerier problem from Brantferger dissertation (1991); 

Table 5-4: Reservoir fluid properties 

Component MW Pc(kPa) Tc(K) ω  Oleic mole fraction 

H2O 18.015 22120.000 647.370 0.344 0.000 

Napoleum 16.000 4600.000 191.000 0.301 0.3978 

Primol 645.800 924.000 787.150 0.540 0.6022 

 

Varavei et al. (2009) also used Lauwerier (1955) model to verify their simulator ability to model 

heat loss. Table 5-5 lists the data was used in Varavei’s dissertation (2009). 

Table 5-5: Reservoir properties for Lauwerier (1955) problem 

  

Number of grid blocks, (nx, ny, nx) 200,1,1 

Dimension of grid blocks, (∆x, ∆y, ∆z), m 1.524, 3.048, 3.048 

Initial Conditions:  

Temperature, K 288.150 

Pressure, kPa 6894.757 

Reservoir Properties:  

Porosity 0.350 

Pore volume compressibility, 1/kPa 0.000 

Permeability, md 10000.000 

Cap rock thermal conductivity, kJ/m-day-K 218.000 

Rock heat capacity, kJ/m
3
-K 2350.000 

Heat capacity ratio of fluid to rock 1.000 

 

Well Conditions:  

Injection temperature, K 366.556 

Injection rate, m
3
/day 5.465 

Producer BHP, kPa 6894.757 
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Figure 5-3 shows the dimensionless temperature profile of analytical solution versus the 

simulation results at different dimensionless times and the agreement is reasonably close and 

acceptable. 

 

Figure 5-3: Numerical and analytical solution for Lauwerier (1955) problem Case 2, 

example 2 

 

5.3 Case 3: Fourth SPE comparative solution project: cyclic steam injection problem, Aziz et al. 

(1987) 

Thermal processes are complex problems and usually analytical solutions for these problems are 

available under very limiting conditions. In Fourth SPE comparative paper (Aziz et al. (1987)) 

three problems were simulated with several commercial simulators and their results were 

compared. In the first problem, steam is injected in three cycles into a reservoir from a vertical 

well and after a soaking period in each cycle, the heated oil is produced. The duration of each 

cycle is 365 days. Ten days for injection, one week of soaking time and 348 days of production. 
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It is a cylindrical model with 13 grids in r-direction and 4 grids in z-direction with different 

permeability in different layers. A vertical well is perforated in all four layers and it acts as both 

injector and producer.  

Reservoir rock and fluid properties plus initial and operating condition are available in Table 5-6. 

The Corey type relative permeability curve is used in this simulation. Table 5-7 represents 

variation of dead oil viscosity versus temperature. 

Table 5-6: Reservoir rock and fluid properties, initial and operating condition 

  

Number of grid blocks, (nr, ny, nz) 13,1,4 

Dimension of grid blocks, (∆r), m 0.900, 10x3.100, 12.200, 36.600 

Dimension of grid blocks, (∆z), m 3.000, 6.100, 7.700, 7.600 

Initial Conditions:  

Temperature, K 324.817 

Pressure, kPa 517.000 

Residual oil saturation w.r.t water 0.150 

Initial oil saturation 0.550 

Irreducible water saturation 0.450 

Initial water saturation 0.450 

Critical gas saturation 0.060 

Residual oil saturation w.r.t gas 0.100 

Oil Properties:  

Density @ SC, kgmol/m
3
 1.580 

Compressibility, 1/kPa 7.00E-7 

Thermal expansion coefficient, 1/K 6.84E-4 

Specific heat capacity, kJ/kgmol-K 1260.000 

Molecular weight, kg/kgmol 600.000 

Reservoir Properties:  

Porosity 0.300 

Pore volume compressibility, 1/kPa 7.30E-5 

Horizontal permeability, md 2000.000, 500.000, 1000.000, 2000.000 

Vertical permeability, md 1000.000, 250.000, 500.000, 1000.000 
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Reservoir thermal conductivity, kJ/m-day-K 150.000 

Cap rock thermal conductivity, kJ/m-day-K 150.000 

Rock heat capacity, kJ/m
3
-K 2347.000 

Well Conditions:  

Injection temperature, K 505.377 

Steam quality 0.700 

Bottomhole injection pressure, kPa 6895.00 

Maximum injection rate(CWE), m
3
/day 158.987 

Producer BHP, kPa 117.200 

Maximum liquid production rate, m
3
/day 158.987 

 

Table 5-7: Variation of dead oil viscosity versus temperature 

Temperature, K Viscosity, cp 

297.039 5780.000 

310.928 1380.000 

338.706 187.000 

366.483 47.000 

394.261 17.400 

422.039  8.500 

449.817 5.200 

533.150 2.500 

Figure 5-4 and 5-5 show the oil production rate and water production rate for all three cycles of 

this problem and its comparison with CMG STARS commercial simulator. The cyclic steam 

stimulation is a complex process and it tests and verifies not only the conductive and convective 

heat flow, convective mass flow and heat loss but also the ability of the wellbore model in 

handling combination of operating constraints. 
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Figure 5-4: Oil production rate, SPE4-1A, this work vs. CMG STARS 

 

 

Figure 5-5: Water production rate, SPE4-1A, this work vs. CMG STARS 
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5.4 Case 4: Fourth SPE comparative solution project: Steam displacement-Heavy Oil, Aziz et al. 

(1987) 

Displacement of non-distillable oil by steam in one-eighth element of symmetry of an inverted 

nine-spot pattern is simulated. Steam is injected from an injector and oil is produced from two 

producers. One of the purposes of this simulation was to compare the performance of different 

simulators in handling grid orientation effect. The nine point discretization is not available in the 

current simulator, therefore this model was run without this option in CMG STARS and the 

results of two simulators were compared.  All of the fluid properties, rock properties, initial 

conditions, and relative permeability data are similar to the fourth SPE problem 1A (Aziz et al. 

(1987)). Steam is injected from bottom layer into the reservoir and oil is produced from all four 

layers of the edge and corner producers. The grid properties and operating conditions are listed in 

Table 5-8.  

 

Table 5-8: Reservoir rock and operating condition 

  

Number of grid blocks, (nx, ny, nz) 9,5,4 

Dimension of grid blocks, (∆x), m 4.446, 7x8.891, 4.446 

Dimension of grid blocks, (∆y), m 4.446, 3x8.891, 4.446 

Dimension of grid blocks, (∆z), m 3.000, 6.100, 7.700, 7.600 

Well Conditions:  

Injection temperature, K 505.377 

Steam quality 0.700 

Bottomhole injection pressure, kPa 6895.000 

Maximum injection rate(CWE), m
3
/day 5.962 

Well radius, m 0.090 

Producer BHP, kPa 117.200 

Maximum liquid production rate, m
3
/day 39.750, 19.875 
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Figure 5-6 and 5-7 compares the oil production and water production rates of this study versus 

CMG STARS. 

 

Figure 5-6: Oil production rate, SPE4-1B, this work vs. CMG STARS 

 

Figure 5-7: Water production rate, SPE4-1B, this work vs. CMG STARS 
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5.5 Case 5: Steam-Assisted Gravity Drainage (SAGD) simulation in a 2-D model 

Simulation of SAGD process is different with the other thermal methods such as steam flooding 

since the major driving force is gravity instead of viscous force. In fact several driving 

mechanisms play role in this process and the combination of these driving forces makes a SAGD 

project successful and also challenging from point of view of numerical simulation. 

A 2-D SAGD problem was chosen to test the capability of the current simulator in simulation of 

this process and the results were compared with CMG STARS commercial simulator. CMG 

STARS is a thermal compositional simulator and it handles thermodynamic equilibrium by using 

K-Values, therefore, we used the K-Value option of the current simulator in this comparison. 

The rock and fluid properties, operating conditions, initial conditions, and numerical properties 

of this model can be found in Table 5-9. 

Figure 5-8 shows well configuration of a SAGD well-pair. Two horizontal wells, one on top of 

the other, are employed. The injector is located in layer 13 and it is perforated in 8 grids, grid 

number 2 to grid number 9 in x-direction. The producer is similar to the injector but it is located 

at layer 18. There is 5 meters vertical distance between these two wells and the producer is two 

meters above the base rock. Preheating process is 60 days and heaters are used to mimic this 

process. The heater properties can be found in Table 5-9. After preheating period is done, 

simulation switches to SAGD process for total simulation of 1700 days. Steam is injected at 

488.15 K with the quality of 85 % with maximum injection pressure of 3500 kPa and maximum 

injection rate of 150 m
3
/day (CWE). 

The producer operates under minimum BHP equal to 500 kPa and maximum liquid rate equal to 

450 m
3
/day at surface condition. Figures 5-9 and 5-10 compare oil and water production rates of 

SAGD process between the results of this simulator and CMG STARS. The results are 

satisfactory and acceptable.  
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Figure 5-8: Schematic of a 2-D SAGD model with a horizontal well-pair (Injector & 

Producer) 

 

Figure 5-9: Oil production rate, 2-D SAGD process, this work vs. CMG STARS 
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Figure 5-10: Water production rate, 2-D SAGD process, this work vs. CMG STARS 

 

Table 5-9: Reservoir rock and fluid properties 

  

Number of grid blocks, (nx, ny, nz) 11,1,20 

Dimension of grid blocks, (∆x), m 50.00 

Dimension of grid blocks, (∆y), m 76.00 

Dimension of grid blocks, (∆z), m 1.00 

Initial Conditions:  

Temperature, K 288.15 

Pressure, kPa 500.00 

Residual oil saturation w.r.t water 0.15 

Initial oil saturation 0.85 

Irreducible water saturation 0.15 

Initial water saturation 0.15 

Critical gas saturation 0.02 

Residual oil saturation w.r.t gas 0.10 
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Reservoir Properties:  

Porosity 0.30 

Pore volume compressibility, 1/kPa 1.00E-5 

Horizontal permeability, md 4000.00 

Vertical permeability, md 4000.00 

Reservoir thermal conductivity, KJ/m-day-K 150.00 

Cap rock thermal conductivity, KJ/m-day-K 150.00 

Rock heat capacity, KJ/m
3
-K 2350.00 

Well Conditions:  

Injection temperature, K 478.15 

Steam quality 0.85 

Bottomhole injection pressure, kPa 3500.00 

Maximum injection rate(CWE), m
3
/day 150.00 

Producer BHP, kPa 500.00 

Maximum liquid production rate, m
3
/day 450.00 

Heater Properties:  

Heater energy rate, kJ/day-K 5.00E5 

Heater maximum temperature, K 473.00 

Table 5-10 represents fluid properties of 2-D SAGD model. 

Table 5-10: Fluid properties 

Component Name Feed Tc (K) Pc (kPa) CP, 1/kPa CT, 1/K MW 

H2O 0.000 647.000 22120.000 ----- ---- 18.015 

CH4 0.027 191.000 4600.000 7.028E-6 3.504E-3 16.043 

HOIL 0.973 787.150 924.000 4.918E-7 2.612E-4 645.800 

 

Component CP1 CP2 CP3 CP4 HVR Molar 
Density(kgmol/m

3
) 

H2O 32.243 0.0 0.0 0.0 4820 ---- 

CH4 19.251 0.0 0.0 0.0 1556 18.061 

HOIL -22.383 0.0 0.0 0.0 8569 1.549 
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Table 5-11 represents variation of water and oleic component viscosity versus temperature. 

Table 5-11: Variation of oleic component viscosity versus temperature 

Temperature, K Viscosity, cp 

 H2O CH4 HOIL 

278.15 1.092682 0.062250 1.48E+07 

290.15 0.889337 0.057768 1.89E+06 

302.15 0.735771 0.051032 323640.00 

314.15 0.617601 0.045977 70470.00 

326.15 0.525132 0.040667 18768.00 

338.15 0.451677 0.035297 5923.00 

350.15 0.392530 0.030044 2158.30 

362.15 0.344317 0.025055 889.01 

374.15 0.304575 0.020448 406.69 

386.15 0.271481 0.016307 203.61 

398.15 0.243667 0.012683 110.21 

410.15 0.220090 0.009599 63.82 

422.15 0.199948 0.007050 39.20 

434.15 0.182616 0.005008 25.34 

446.15 0.167602 0.003428 17.13 

458.15 0.154515 0.002251 12.05 

470.15 0.143042 0.001410 8.77 

482.15 0.132930 0.000837 6.59 

494.15 0.123974 0.000468 5.08 

506.15 0.116005 0.000244 4.01 

518.15 0.108882 0.000118 3.23 

530.15 0.102491 5.15E-05 2.66 

542.15 0.096733 2.03E-05 2.22 

554.15 0.091527 7.03E-06 1.88 

 

Equilibrium ratios of each component in K-Value approach is calculated from following 

equation which is function of temperature and pressure only; 
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      5-17 

where, kv1 to kv5 are different constants that must be defined for each component. Table 5-12 

show the k-value coefficients of each pure component; 

Table 5-12: K-values of each pure component 

Component kv1, kPa kv2, 1/kPa kv3 kv4, K kv5, K 

H2O 0.0000 0.0 0.00 0.00 0.0 

CH4 0.4391E5 0.0 1.97 -4121.51 0.0 

HOIL 1.4077E6 0.0 0.00 -6121.51 111.8 

 

Table 5-13: The relative permeability curves for three phases  

SW Krw Krow  SL Krog Krg 

0.1500 0.0000 1.0000  0.2500 0.2000 0.0000 

0.1850 0.0005 0.9900  0.2956 0.1758 0.0039 

0.2000 0.0011 0.9800  0.3412 0.1531 0.0156 

0.2500 0.0051 0.9400  0.3869 0.1320 0.0352 

0.3000 0.0125 0.9000  0.4325 0.1125 0.0625 

0.3500 0.0237 0.8250  0.4781 0.0945 0.0977 

0.4000 0.0389 0.7500  0.5238 0.0781 0.1406 

0.4500 0.0582 0.6400  0.5694 0.0633 0.1914 

0.5000 0.0818 0.5600  0.6150 0.0500 0.2500 

0.5500 0.1100 0.4650  0.6606 0.0383 0.3164 

0.6000 0.1500 0.3700  0.7062 0.0281 0.3906 

0.6510 0.2110 0.2986  0.7519 0.0195 0.4727 

0.7000 0.2700 0.2300  0.7975 0.0125 0.5625 

0.7500 0.3600 0.1610  0.8431 0.0070 0.6601 

0.8000 0.4500 0.0920  0.8888 0.0031 0.7656 

0.8500 0.5700 0.0460  0.9344 0.0008 0.8789 

0.9000 0.6900 0.0000  0.9800 0.0000 1.0000 

0.9500 0.8450 0.0000     

1.0000 1.0000 0.0000     
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The current simulator was tested against several analytical and numerical models. In this tests 

different elements and functionalities of developed simulator such as; heat loss, wellbore model, 

convective heat and mass flow and conductive heat transfer were tested and it was able to 

provide satisfactory results in variety of tests. 
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Chapter Six: SIMULATION RESULTS AND DISCUSSIONS  

In this chapter several models representing SAGD and ES-SAGD processes are simulated and 

the results are compared with the commercial simulator, then EOS approach results versus K-

Value approach results from current simulator are compared to investigate the effect of different 

properties and equilibrium ratios on thermal processes. 

Expanded-Solvent SAGD is a hybrid method in which a small amount of solvent is added to 

injected steam to enhance the oil recovery and cumulative steam oil ratio. In ES-SAGD process, 

injected steam transfers its remaining latent heat to the bitumen at the edge of chamber and 

condensed, at the same time solvent mixes with the bitumen due to its solubility in the oil phase 

and its condensation.  As a result of dual actions of temperature and solvent dilution, bitumen 

becomes more mobile and diluted and it flows toward the production well under gravity with less 

resistance. Adding solvent to steam also reduces the overall steam chamber temperature by 

reducing the vapor pressure of steam chamber, therefore it directly reduces the amount of heat 

loss to overburden and under-burden and it helps to improve the cumulative steam oil ratio at the 

end of the process.  

Several scenarios were designed to investigate the effect of using EOS on the simulated 

performance of ES-SAGD. First we start with a base case, which is a 2-D model of the SAGD 

process. This case will be tested to see the effect of EOS on the modeling of PVT properties and 

enthalpy of the system and its effect on oil recovery and the energy balance of the process. 

The following tolerances were used for convergence of Newton-Raphson method in all of the 

simulations in this section: 

 Pressure:  50.00   (kPa) 

 Saturation:   0.05   (m
3
/m

3
) 

 Mole fraction:  0.05   (mol/mol) 

 Temperature:  5.00   (K) 

 Enthalpy:  200.00  (J/mol) 
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6.1 Case 1: Base case 2-D SAGD model, this work vs. CMG STARS 

The reservoir simulation model is a 2-D homogeneous and isotropic model with constant 

porosity, permeability and initial water and oil saturation and contains a single SAGD well-pair. 

Fluid properties, rock properties, heat loss properties, and rock-fluid properties are extracted 

from Gates et al. (2007) paper and are presented in Table 6-1. The vertical distance between 

injector and producer is 5 m and production well is located 2.0 m higher than the base rock.  

Steam is injected with the quality of 0.8 at 478.15 K into the reservoir and the injection well 

operates based on the maximum injection pressure of 2300 kPa. Producer is operating under 

minimum BHP of 1000 kPa and it is constrained to maximum steam production rate of 10 

m
3
/day (CWE). To establish thermal communication between the injector and producer, a 

preheating period of three months was modeled by using heaters. After the thermal 

communication was established, the wells are switched to regular SAGD mode for 1500 days of 

simulation.  

Table 6-1: Reservoir and fluid properties of Case 1 

  

Number of grid blocks, (nx, ny, nx) 30,1,32 

Dimension of grid blocks, (∆x, ∆y, ∆z), m 2x10.00  26x4.00  2x10.00, 100.00, 1.00 

Initial Conditions:  

Temperature, K 288.150 

Pressure, kPa 500.000 

Initial oil saturation 0.892 

Initial water saturation 0.108 

Reservoir Properties:  

Porosity 0.297 

Pore volume compressibility, 1/kPa 1.400E-5 

Horizontal permeability, md 4264.000 

Vertical permeability, md 852.000 

Rock thermal conductivity, kJ/m-day-K 660.000 

Water thermal conductivity, kJ/m-day-K 53.500 
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Oil thermal conductivity, kJ/m-day-K 11.500 

Gas thermal conductivity, kJ/m-day-K 5.000 

Rock heat capacity, kJ/m
3
-K 2600.000 

Well Conditions:  

Well radius, m 0.110 

Steam injection rate (CWE), m
3
/day 200.000 

Bottom hole injection pressure, kPa 2300.000 

Steam quality 0.800 

Injection temperature, K 478.150 

Producer BHP, kPa 1000.000 

Maximum steam production rate (CWE), m
3
/day 10.000 

Heater Properties:  

Heater rate, kJ/day-K 5.000E5 

Maximum temperature, K 458.150 

 

Component MW Pc(kPa) Tc(K) ω  Oleic mole fraction 

H2O 18.0150 22054.397 647.370 0.344 0.000000000 

C1 16.000 4600.390 190.550 0.008 0.009302326 

C6 86.000 3289.160 507.400 0.275 0.013953488 

BITUMEN 507.000 999.110 976.000 1.123 0.976744186 

 

Component CP1 CP2 CP3 CP4 HVR 

H2O 34.49057816 -0.014255189 4.73116E-05 -3.56672E-8 4820 

C1 37.93010615 -0.068408604 0.000272446 -2.38987E-7 0 

C6 -5.967610614 0.534622954        -0.000202459 6.494e-8 0 

BITUMEN -19.84748243 3.026702365 -0.001136662 3e-7 0 
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Table 6-2 represents variation of water and oleic component viscosity versus temperature. 

Table 6-2: Oleic component viscosity versus temperature for Case 1 

Temperature, K Viscosity, cp 

 H2O C1 C6 Bitumen 

283.15 1.3110 98.060 0.3415 1.50E+06 

293.15 1.0050 72.880 0.3086 2.81E+05 

303.15 0.8004 55.640 0.2808 6.75E+04 

313.15 0.6543 43.500 0.2571 1.98E+04 

323.15 0.5518 34.710 0.2366 6873.000 

333.15 0.4714 28.200 0.2189 2744.000 

343.15 0.4066 23.280 0.2034 1233.000 

353.15 0.3570 19.500 0.1898 612.100 

363.15 0.3182 16.540 0.1778 330.800 

373.15 0.2828 14.180 0.1671 192.200 

398.15 0.2227 10.080 0.1451 63.760 

423.15 0.1848 7.518 0.1281 27.430 

448.15 0.1586 5.828 0.1147 14.240 

473.15 0.1394 4.656 0.1039 8.387 

498.15 0.1238 3.813 9.50E-02 5.430 

523.15 0.1117 3.186 8.77E-02 3.758 

548.15 0.1005 2.707 8.15E-02 2.739 

573.15 9.13E-02 2.400 7.80E-02 2.075 

598.15 8.41E-02 2.400 7.80E-02 2.075 

The relative permeability curves for three phases are presented in the Figure 6-1. 
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Figure 6-1:  Relative permeabilities for Case 1 
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Table 6-3 shows the k-values coefficients of each pure component; 

Table 6-3: K-Value coefficients of different component for Case 1 

Component kv1, kPa kv2, 1/kPa kv3 kv4, K kv5, K 

H2O 0.0 0.0 0.0 0.0 0.0 

C1 4.36376e5 0.0 0.0 -879.84 2.16 

C6 1.0062e6 0.0 0.0 -2697.55 48.78 

BITUMEN 1.0062e6 0.0 0.0 -9697.55 8.78 

 

Table 6-4 represents fluid properties of 2-D SAGD model. 

Table 6-4: Fluid properties for K-Value approach 

Component Name Vshift ρref 

(kgmol/m
3
) 

CP, 1/kPa CT, 1/K  

H2O 0 --- ----- ----  

C1 0 18.140 5.302E-06 1.697E-03  

C6 0 7.397 1.958E-06 1.629E-04  

BITUMEN 0 1.375 3.407E-07 7.029E-06  

 

Figure 6-2 shows the oil production rate, water production rate, and water injection rate for 1500 

days of simulation respectively. First, the results are compared with CMG STARS results and 

there is a quite good match between them. This model is used as the base case for the rest of this 

chapter. In each case only necessary sections of data file are changed to investigate different 

mechanisms. 

After the results of K-Value approach were compared against the CMG STARS results, the same 

model was run with EOS approach and results of EOS approach are compared with the K-Value 

approach. 
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Figure 6-2: Production and injection rate for SAGD process, Case 1, this work vs. CMG 

STARS 
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6.2 Case 2: 2-D SAGD model, EOS vs. K-Values 

This case is identical to the base case except for handling phase split and property calculations, 

where SRK equation of state was used. The main objective of this case was to compare the effect 

of PVT properties calculation from correlations versus equation of state on the predicted 

performance of SAGD process. 

To have a fair comparison, all the component properties for K-Value approach were calculated in 

CMG Winprop PVT Package. SRK equation of state was used in CMG Winprop and component 

properties such as thermal expansion, reference density, compressibility factor and equilibrium 

ratios were calculated. Then these properties were used in K-Value approach. 

In EOS approach the latter properties are calculated internally at each Newton’s iteration level.  

Figure 6-3 shows oil and water production rate for SAGD process with K-Value compare to the 

case of EOS. The results don’t show a major difference between the water production and 

injection rate and oil production rate of EOS approach versus K-Value approach. This case is a 

good example to show that the results of the K-Value approach with correlations are not too 

different from the EOS approach for pure steam injection. 

 

6.3 Case 3: 2-D model, ES-SAGD vs. SAGD 

In this case, hexane is injected at 2% of volume with steam at the same operating condition of 

the base case and all of the physical properties of the model are the same as the base case. The 

main objective of this test was to compare the results of EOS approach for both ES-SAGD and 

SAGD processes. The oil production rate, water production rate and water injection rate are 

presented in the Figure 6-4. It is clear that co-injection of hexane and steam enhanced the oil 

production rate. This effect has been both numerically and practically proven in field tests as 

well as in laboratory scale experimental studies (Leaute (2002), Leaute and Carey (2007), Rivero 

and Mamora (2002), and Nasr and Isaacs (2001)).  
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6.4 Case 4: 2-D ES-SAGD model, EOS vs. K-Values 

In this case, solvent is co-injected with steam at ratio of 2% of the volume in CWE. All of 

physical properties and operating conditions are identical with the base case. The main objective 

of this simulation was to see the effect of adding solvent on the oil recovery and compare the 

performance of EOS approach versus the K-Value approach.  Figure 6-5 presents oil and water 

production and water injection rate for ES-SAGD process. The difference between EOS 

approach and K-Value approach is more pronounced when solvent is added to the injected 

steam. Figure 6-5 shows that the oil production of K-Value approach is a little bit higher than the 

EOS approach in this case. Another fact is that in K-Value approach oil production rate is faster 

than the EOS approach, a closer look at the oil production rate shows that the all of the peaks of 

oil production rate in K-Value approach happens almost 100 days sooner than the EOS approach. 

Figure 6-6 shows cumulative oil production, water production and water injection of ES-SAGD 

process for EOS approach and K-Value approach. It shows that the EOS approach produces less 

amount of oil at surface condition for almost the same amount of injected water in comparison 

with the K-Value approach.  
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Figure 6-3: Oil production rate, water production and injection rate for K-Value and EOS 
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Figure 6-4: Oil production rate, water production and injection rate ES-SAGD vs. SAGD 
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Figure 6-5: Oil production rate, water production and injection rate for ES-SAGD process, 

EOS vs.  K-Value 
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Figure 6-6: Cumulative oil production and water production and injection for ES-SAGD 

process, EOS vs. K-Value 
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Figure 6-8 to 6-12 shows temperature, gas saturation, oil saturation, water saturation and solvent 

mole fraction in oleic phase at different time of ES-SAGD process in 2-D domain, respectively. 

The latter properties are results of EOS approach. The time sequence is 602.8 days, 955.4 days, 

1209 days, and 1500 days. The most interesting plot is the solvent mole fraction in oleic phase, 

which is always high at the edge of steam chamber. Hexane saturation properties are very similar 

to water and it condenses almost at the same temperature as water condenses.  

Higher amount of hexane in oleic phase at the edge of steam-solvent chamber enhances the 

viscosity reduction further more than only steam injection and this is the main reason for higher 

oil recovery in comparison with pure steam injection. As it is shown in Figure 6-12 the solvent 

mole fraction in oleic phase in some grid blocks at the edge of steam-solvent chamber reaches to 

0.9 which is very high. A grid block investigation was performed to investigate its effect on 

equilibrium ratios of different components.  

 

6.5 Grid block level investigation  

In this section a detailed comparison at grid level is performed. Equilibrium ratio of components, 

component mole fraction of oleic phase and temperature of each grid block is plotted versus 

time. The major goal of this investigation is to observe variation of these properties versus time 

for several grid blocks and compare their behaviour. For this purpose the same dataset was run in 

two different modes, once in EOS mode and once in the K-Value mode. Equilibrium ratios, oleic 

mole fraction of components and temperature of grid blocks are extracted and plotted against 

time.  Several grid blocks from different part of steam chamber in different layers were selected 

for this comparison. Figure 6-7 shows location of selected grid blocks in the reservoir and 

respect to the location of injector and producer. The selected blocks are above injector and after 

1500 days of simulation all of them are inside the steam chamber area.  
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Figure 6-7: Location of selected grid blocks with respect to the well locations 
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Figure 6-8: Temperature profile at different times for ES-SAGD process 
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Figure 6-9: Gas saturation profile at different times for ES-SAGD process 
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Figure 6-10: Oil saturation profile at different times for ES-SAGD process 
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Figure 6-11: Water saturation profile at different times for ES-SAGD process 
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Figure 6-12: Hexane mole fraction in oleic phase profile at different times for ES-SAGD 

process 
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6.5.1 Grid block (14, 1, 20) 

Figure 6-13 shows equilibrium ratios of different components, component mole fraction in oil 

phase and temperature variation with time for this grid block (14, 1, 20) in EOS approach 

respectively. The same properties are also presented in Figure 6-14 for K-Value approach. As it 

is seen, the equilibrium ratio for each component in K-Value approach exactly follow the 

temperature variation however the dependency of equilibrium ratio to both composition and 

temperature is more clear in EOS approach. In K-Value approach the equilibrium ratio of C1 is 

two times bigger than that in the EOS approach. 

The other observation reveals that the solubility of H2O in oleic phase is not negligible and its 

mole fraction in oleic phase varies from very small number ~ 1.E-3 to 0.1at high temperatures. In 

K-Value approach the mutual solubility between aqueous phase and oleic phase is neglected. 

These two phases are assumed to be absolutely immiscible in most of commercial software i.e. 

ECLIPSE Thermal. In CMG STARS user can specify liquid-liquid K-Values.  

Figures 6-13 and 6-14 show variation of component mole fractions in oleic phase versus time for 

two approaches and in the EOS approach the mole fraction of water in oleic phase is not 

negligible. 

Temperature variation is similar for both approaches but in the K-Value approach, 3-phase 

temperature starts at lower value in comparison with the EOS approach. The main reason is 

using higher equilibrium ratio for each component in the K-Value approach, therefore gas phase 

appears sooner than in the EOS approach. Since gas phase appears sooner in the K-Value 

approach, then steam chamber grows faster. Steam chamber growth has direct relationship with 

the rate of oil production of ES-SAGD process, therefore oil production rate in K-Value 

approach is faster than in the EOS approach. This is the main reason behind the higher 

production observation in Case 4.  
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Figure 6-13: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (14, 1, 20) in EOS approach 
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Figure 6-14: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (14, 1, 20) in K-Value approach 
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6.5.2 Grid block (9, 1, 1) 

Variation of equilibrium ratio with composition is more pronounced in this grid block due to 

higher variation of component mole fraction in the oleic phase with time. Temperature variation 

also affects the final equilibrium ratios.  The mole fraction of injected solvent varies from small 

amounts up to 90% in the EOS approach and up to 98% in the K-Value approach in this grid 

block. When steam chamber grows and passes this grid block the global mole fractions in this 

grid block reach to almost steady state condition. Unlike EOS approach equilibrium ratios in K-

Value approach only changes with temperature and variation of component does not affect them. 

This is clearly seen in Figure 6-16. 

In all of the grid blocks which were investigated this behaviour is repeated. When the grid block 

is at the edge of steam-solvent chamber the variation of components is higher and it will change 

the equilibrium ratio of components. When the corresponding grid block is not at the edge of 

steam chamber and it is inside the steam chamber, then the grid block reaches to pseudo steady-

state condition and equilibrium ratios remain unchanged. This phenomenon is presented in 

Figure 6-15. 

K-Values are presented here when there are 3-phases coexisting in the grid block. In this grid 

block and all of selected grid blocks gas phase in K-Value approach appears sooner than the EOS 

approach due to higher equilibrium ratio for volatile components. For example in this grid block 

gas phase appears after 1000 days of simulation in EOS approach, however it starts at 900 days 

in K-Value approach. Grid block temperature is equal to saturation temperature of grid block and 

is equal to 340 K in EOS approach compared to 320 K in K-Value approach.   

The same behaviour happens in the rest of selected grid blocks too and they are presented in this 

section to validate that the equilibrium ratios are changing with temperature, pressure and 

composition whenever composition changes are significant. It also confirms that the solubility of 

water in oil phase at high temperature is not negligible and must be considered in thermal 

processes. Using equilibrium ratios which are only functions of temperature and pressure is 

definitely not enough when solvent is added to the system. Calculated saturation temperature of a 
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grid block in K-Value approach may be higher or lower than the thermodynamically correct one 

depending on the values of equilibrium ratios.  

Figures 6-17 to 6-24 present variations of equilibrium ratio, component mole fraction in oleic 

phase and temperature of the other selected grid blocks, for both EOS and K-Value approaches. 

The following additional grid blocks were selected in this study; (12,1,16), (7,1,2), (16,1,13), 

(13,1,5). 

However, employing an equation of state to calculate the thermodynamic properties did not have 

a huge impact on the oil production rate, water production, and water injection rate in this 

example. Nonetheless, this grid to grid level analysis shows that the K-Value approach could 

provide incorrect phase splitting and equilibrium ratios in comparison with the EOS approach.  
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Figure 6-15: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (9, 1, 1) in EOS approach 
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Figure 6-16: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (9, 1, 1) in K-Value approach 
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Figure 6-17: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (12, 1, 16) in EOS approach 
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Figure 6-18: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (12, 1, 16) in K-Value approach 
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Figure 6-19: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (7, 1, 2) in EOS approach 
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Figure 6-20: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (7, 1, 2) in K-Value approach 



 

173 

 

 

Figure 6-21: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (16, 1, 13) in EOS approach 
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Figure 6-22: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (16, 1, 13) in K-Value approach 
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Figure 6-23: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (13, 1, 5) in EOS approach 
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Figure 6-24: Equilibrium ratios, mole fractions in oleic phase and temperature versus time 

for grid block (13, 1, 5) in K-Value approach 
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6.6 Case 5: 2-D ES-SAGD model, PR EOS vs. SRK EOS 

In this case, Peng-Robinson and SRK equations of state were used in two different ES-SAGD 

cases with solvent ratio of 2 percent. The main goal of this test was to investigate the effect of 

different EOS type on the results of simulations. Figure 6-25 presents oil production rate, water 

production and injection rates for these two runs. It shows that the results are slightly different 

for the two equations of states. The main reason is the different treatment of liquid phase 

property calculations. If volume shift is used to correct the properties of liquid phase specifically 

density, the results might be closer to each other. 

  

6.7 Case 6: 2-D ES-SAGD model, solvent ratio effect 

In this test three different levels of hexane addition to steam at 2, 4 and 6 volume% were tested 

and the results are compared. The main objective of this test was to see the effect of higher 

amount of solvent co-injection on the performance of ES-SAGD process. As it is shown in 

Figure 6-26 the oil production rate increases by increasing percentage of co-injected solvent. 

Adding more solvent to the steam decreases oil viscosity more and the process takes advantage 

of viscosity reduction by both heat and solvent transport from the injected fluid to the reservoir 

oil, and consequently it enhances the ultimate oil recovery of process and improves cumulative 

steam to oil ratio of the system. 

Figure 6-27 presents cumulative oil production and water production for all three cases. The 

cumulative oil production for case with 6% is more than that for 4% and the case of 4% is higher 

than the 2%.  
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Figure 6-25: Production and injection rates for ES-SAGD case. SRK EOS vs. PR EOS 
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Figure 6-26: Production and injection rates for different solvent ratios 
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Figure 6-27: Cumulative oil and water production for different solvent ratios 

 

 

 

 

 



 

181 

 

6.8 Case 7: Molecular diffusion effect 

Effect of molecular diffusion is tested in this case. The solvent is co-injected to the reservoir with 

steam in low percentages and it helps enhancement of viscosity reduction. The co-injected 

solvent mixes with bitumen by, dissolution followed by diffusion and dispersion.  

In the all previous cases the molecular diffusion was assumed to be negligible since in most of 

field scale cases it is generally smaller than the numerical dispersion of the system.  In this case 

we try to test this assumption. This case is exactly similar to case 3, but with molecular diffusion 

coefficient of 2.0E-4 and 2.0E-3 m
2
/day for hexane.  

Figure 6-28 shows the oil production rate, water production rate, and water injection rate, 

respectively. The results of no diffusion are compared with the two molecular diffusion cases. 

The results show there is no significant change on the oil production or injection rate by adding 

molecular diffusion to the ES-SAGD process in the field scale simulations. In the field scale 

simulations, the numerical dispersion with the used grid size is higher than the physical 

diffusion. In order to capture the real effect of diffusion on the simulation the grid size needs to 

be reduced, therefore number of grid blocks will increased and sometimes it becomes 

computationally impractical. 

This model also was run in CMG STARS and same results were obtained. The effect of 

mechanical dispersion was not investigated in this study since this feature has not been 

completed yet. Mechanical dispersion could make an impact on the results but it will be 

investigated only in future extension of this work.  
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Figure 6-28: Production and injection rate of ES-SAGD process for different diffusion 

coefficients 
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6.9 Case 8: Synthetic fluid with five component 

In this case, another fluid model is used in a 2-D model. Fluid properties, rock properties, heat 

loss properties, and rock-fluid properties are extracted from Brantferger dissertation (1991) and 

are presented in Table 6-5. The reservoir simulation model is a 2-D homogeneous and isotropic 

model with constant porosity, permeability and initial water and oil saturation and contains a 

single SAGD well-pair. The vertical distance between injector and producer is 5 m and the 

production well is located 2 m above the base rock.  

Steam is injected with the quality of 0.85 at 478.15 K into the reservoir and it operates based on 

the maximum injection rate of 100 m
3
/day CWE and the producer is operated under minimum 

BHP of 1000 kPa with constraint of no more than 10 m
3
/day CWE steam rate. To establish 

thermal communication between the injector and producer, a preheating period of two months 

was modeled by using heaters. After the thermal communication was established, the wells are 

switched to regular SAGD mode for 700 days of simulation. The main objective of this case was 

to test another fluid model other than the base case fluid and compare the simulation results of 

EOS based simulation against the K-Value based simulation. 

Table 6-5: Reservoir and fluid properties of Case 8 

  

Number of grid blocks, (nx, ny, nx) 21,1,20 

Dimension of grid blocks, (∆x, ∆y, ∆z), m 4.000, 50.000, 1.000 

Initial Conditions:  

Temperature, K 288.150 

Pressure, kPa 500.000 

Initial oil saturation 0.939 

Initial water saturation 0.061 

Reservoir Properties:  

Porosity 0.300 

Pore volume compressibility, 1/kPa 1.400E-5 

Horizontal permeability, md 4000.000 

Vertical permeability, md 2000.000 
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Well Conditions:  

Well radius, m 0.110 

Steam injection rate (CWE), m
3
/day 200.000 

Bottomhole injection pressure, kPa 2500.00 

Steam qulaity 0.850 

Producer BHP, kPa 1000.000 

Maximum steam production rate (CWE), m
3
/day 10.000 

Heater Properties  

Heater rate, kJ/day-K 1.000E5 

Maximum temperature, K 453.000 

 

Component MW Pc(kPa) Tc(K) ω Oleic feed 

H2O 18.015 22120.000 647.370 0.344 0.000000000 

C8 116.000 3482.000 575.780 0.400 0.071059441 

C13 183.000 2337.000 698.000 0.840 0.086563305 

C24 337.000 1207.000 821.300 1.070 0.073966441 

C61+ 858.000 779.000 1010.056 1.330 0.768410914 

 

Component CP1 CP2 CP3 CP4  

H2O 32.21218 0.003829 3.18E-05 -1.44E-08  

C8 -12.28450 1.330218 -0.00076 0  

C13 -5.078580 1.993745 -0.00124 0  

C24 -5.684770 3.681697 -0.00229 0  

C61+ 0.122826 9.50287 -0.00586 0  

Table 6-6 represents variation of water and oleic component viscosity versus temperature. 
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Table 6-6: Variation of oleic component viscosity versus temperature 

Temperature, K Viscosity, cp 

 H2O C8 C13 C24 C61+ 

283.15 1.3110 98.060 0.3415 3.415 5.50E+06 

293.15 1.0050 72.880 0.3086 3.086 2.81E+05 

303.15 0.8004 55.640 0.2808 2.808 6.75E+04 

313.15 0.6543 43.500 0.2571 2.571 1.98E+04 

323.15 0.5518 34.710 0.2366 2.366 6873.00 

333.15 0.4714 28.200 0.2189 2.189 2744.00 

343.15 0.4066 23.280 0.2034 2.034 1233.00 

353.15 0.3570 19.500 0.1898 1.898 612.10 

363.15 0.3182 16.540 0.1778 1.778 330.80 

373.15 0.2828 14.180 0.1671 1.671 192.20 

398.15 0.2227 10.080 0.1451 1.451 63.76 

423.15 0.1848 7.518 0.1281 1.281 27.43 

448.15 0.1586 5.828 0.1147 1.147 14.24 

473.15 0.1394 4.656 0.1039 1.039 8.39 

498.15 0.1238 3.813 9.50E-02 0.950 5.43 

523.15 0.1117 3.186 8.77E-02 0.877 3.76 

548.15 0.1005 2.707 8.15E-02 0.815 2.74 

 

The relative permeability curves for three phases are similar to the base case. All of the 

properties that are similar to the base case can be found in the Table 6-1 and 6-2. Figure 6-29 

presents oil production rate, water production rate and water injection rate for this case and its 

comparison with the K-Value approach. As the Figure 6-29 shows, there is not much difference 

between the results of these two different approaches since steam is dominant and all oleic 

components are non-volatile. This fluid mixture is very similar to water and dead oil mixture.  

In the other test, solvent C8 was added as additive to steam with different ratios, i.e. 2% and 10% 

and the results were compared with the pure steam case. Addition of C8 to the steam improves 
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oil recovery as the injected ratio increases. Figure 6-30 represent the oil production rates of all 

three cases. 

 

Figure 6-29: Production and injection rates of SAGD process, EOS vs. K-Value 
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Figure 6-30: Production and injection rate of ES-SAGD process for different solvent ratios 
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6.10 Case 9: Synthetic fluid with six component 

The last case uses a fluid mixture with several pseudo components. This mixture consists of 

water, methane, n-heptane and three more pseudo components. The fluid properties are extracted 

from Badamchizadeh et al. (2011) paper and they are presented in Table 6-7. The fluid properties 

were slightly modified to make it suitable to use in a thermal compositional simulator. The 

reservoir simulation model is a 2-D homogeneous and isotropic model identical with the base 

case. All of rock-fluid properties are taken from the base case and the same well configuration 

and spacing is used.  

Steam is injected with the quality of 0.8 at 458.15 K into the reservoir and the injector operates 

based on the maximum injection rate, the producer is operated under minimum BHP of 1000 kPa 

and constrained to maximum of 10 m
3
/day CWE steam rate. To establish thermal communication 

between the injector and producer, a preheating period of three months was modeled by using 

heaters. After the thermal communication was established, the wells are switched to regular 

SAGD mode for 1500 days of simulation. The main objective of this case was to test another 

fluid model with volatile and non-volatile components and compare the simulation results of 

EOS based simulation against the K-Value based simulation. 

Similar to the base case, SRK equation of sate was used in this simulation and CMG Winprop 

properties for thermal expansion, compressibility factor, reference molar density and equilibrium 

ratio were used in K-Value approach. Reference enthalpy of system was calculated at the initial 

reservoir temperature.  
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Table 6-7: Reservoir and fluid properties of Case 9 

  

Initial Conditions:  

Temperature, K 283.150 

Pressure, kPa 500.000 

Initial oil saturation 0.849 

Initial water saturation 0.151 

Well Conditions:  

Well radius, m 0.110 

Steam injection rate (CWE), m
3
/day 200.000 

Bottomhole injection pressure, kPa 2500.000 

Steam qulaity 0.800 

Injection temperature, K 458.150 

Producer BHP, kPa 1000.000 

Maximum steam production rate (CWE), m
3
/day 10.000 

Heater Properties  

Heater rate, kJ/day-K 5.000E4 

Maximum temperature, K 458.150 

 

Component MW Pc(kPa) Tc(K) ω Oleic feed 

H2O 18.015 22054.397 647.37 0.344 0.000000000 

nC7 100.205 2735.775 540.2 0.351 0.000599985 

C1 16.043 4600.155 190.6 0.008 0.008399990 

C11-C28 305.509 1703.757 826.12749 0.721 0.297999973 

C29-C45 505.590 1311.297 955.4321 1.000 0.618699944 

C46+ 863.921 834.134 1222.0442 1.518 0.074300007 
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Component CP1 CP2 CP3 CP4  

H2O 34.4905782 -0.0142552 4.73E-05 -3.57E-08  

nC7 -9.7070371 0.69606943 -0.0003998 1.02E-07  

C1 37.9301062 -0.0684086 0.00027245 -2.39E-07  

C11-C28 -58.156128 1.86177618 -0.0007698 0  

C29-C45 -74.250572 2.95272034 -0.0012026 0  

C46+ -36.838282 4.88550304 -0.0018791 0  

Table 6-8 represents variation of water and oleic component viscosity versus temperature. 

Table 6-8: Variation of oleic component viscosity versus temperature 

Temperature, K Viscosity, cp 

 H2O nC7 C1 C11-C28 C29-C45 C46+ 

278.15 1.10129497 0.80102 0.015307 204.03 96236 4.48E+13 

293.939 0.82183203 0.60865 0.021105 71.302 13925 4.25E+11 

309.729 0.63185301 0.48804 0.02837 30.421 2874.4 9108500000 

325.518 0.49834614 0.39639 0.036809 15.213 786.77 373370000 

341.308 0.40177045 0.32389 0.046112 8.6231 269.37 25761000 

357.097 0.33014401 0.26959 0.056096 5.3887 110.08 2702900 

372.887 0.27583263 0.22768 0.066604 3.6408 51.887 399100 

388.676 0.2338484 0.19449 0.077523 2.6195 27.468 78015 

404.466 0.20082505 0.16763 0.088777 1.9835 15.998 19233 

420.255 0.17445098 0.14548 0.10032 1.5658 10.087 5752.2 

436.045 0.15309235 0.12688 0.11208 1.2792 6.7963 2023.2 

451.834 0.13558172 0.11098 0.12397 1.075 4.8439 815.97 

467.624 0.12106206 0.097083 0.13584 0.92478 3.6215 369.72 

483.413 0.10890089 0.084581 0.14746 0.81147 2.8211 185.1 

499.203 0.09861898 0.072769 0.15851 0.72442 2.2778 101.06 

514.992 0.08985313 0.060262 0.16863 0.65801 1.9015 59.622 

530.782 0.08232065 0.23982 0.18261 0.50526 1.3483 31.066 

546.571 0.0758025 0.23986 0.19012 0.45041 1.1639 20.397 

562.361 0.07012419 0.23856 0.19585 0.40402 1.0232 14.067 

578.15 0.06514802 0.23577 0.19956 0.36444 0.9131 10.124 
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The relative permeability curves for three phases are similar to the base case. All of the 

properties that are similar to the base case can be found in the Table 6-1 and 6-2. Figure 6-31 

presents oil production rate, water production rate and water injection rate for this case and its 

comparison with the K-Value approach. As the Figure 6-31 shows, there is not much difference 

between the results of these two different approaches.  

In the next step C7 is added as steam additive with 5 percent solvent ratio in an ES-SAGD 

process. Simulation was run in both EOS and K-Value approach. Then the results of ES-SAGD 

case from both EOS and K-Value approach are compared to see the effect of EOS on the final 

results. Figure 6-32 presents oil production rate, water production rate and water injection rate 

for both approaches. Unlike the previous examples at the end of simulation, oil production rate, 

water production rate and water injection rate of EOS approach is higher than the K-Value 

approach. A closer look at Figure 6-33 reveals that the deviation started around 900 days of 

simulation.  
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Figure 6-31: Production and injection rate of SAGD process, EOS vs. K-Value 
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Figure 6-32: Production and injection rate of ES-SAGD process, EOS vs. K-Value 
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Figure 6-33: Cumulative oil and water production rate of ES-SAGD process, EOS vs. K-

Value 
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Chapter Seven: CONCLUSIONS AND RECOMMENDATIONS 

This dissertation has presented an investigation of the effect of using an equation of state based 

PVT model instead of the K-Value based model in numerical simulation of thermal and hybrid 

processes such as SAGD and ES-SAGD. This study and its contribution are divided into two 

major categories. First, a new isenthalpic multiphase flash calculation suitable for thermal 

compositional simulator was developed. Second, the isenthalpic multiphase flash calculation was 

accommodated in the thermal compositional simulator and a new thermal compositional 

simulator capable of computing the thermodynamic properties of fluids by equation of state was 

developed. In the next two sections more details will be provided. 

7.1 Isenthalpic multiphase flash calculations 

The new flash method was shown to have both speed and robustness which is crucial for a 

thermal compositional simulator and its results are as accurate as the currently available 

algorithms. This new method which works based on the negative flash concept was validated and 

tested against commercial PVT packages. The results are in very good agreement with the results 

of current standard methods. The biggest advantage of this new method is that it is completely 

independent of stability analysis and therefore it is computationally less expensive than the 

current methods. 

The new isenthalpic multiphase flash calculation method shows it is capable of handling difficult 

situations such as narrow boiling point regions, phase appearance and phase disappearance, 

which are common in thermal and hybrid processes.  

The new method is not sensitive to the initial guess for temperature. Good initial guess for 

temperature is very important in many current isenthalpic flash calculations, specifically for 

schemes that use Newton’s method to solve energy and material balance equations 

simultaneously.  In all tests of the new scheme that were presented in this dissertation, the same 

initial guess for temperature was used. 
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Another important feature of this method is that the equilibrium ratios are initialized with the 

Wilson correlation (1969) and it worked in all of the presented examples. It is worth mentioning 

that any method of initialization could be used with the current method, but it was unnecessary in 

our cases.  

7.2 EOS based 3-D thermal compositional simulator 

A new numerical simulator was developed in this study to enable us to quantify the effect of 

some of thermodynamic properties on the performance of thermal and hybrid processes. The new 

model is a three dimensional, three phase thermal compositional reservoir simulator capable of 

solving mass transfer equation of different components in the system and the energy equations. It 

is suitable for simulating any kind of thermal and non-thermal processes. All of thermodynamic 

properties are calculated from its PVT package and therefore it provides thermodynamically 

consistent calculations.  

The simulator also has capability of running in two different modes. User can specify EOS or K-

Value mode to simulate thermal and hybrid processes. 

The results of this study shows that equilibrium ratios of different component vary with 

compositions of different phases and it is not always right to use correlation which are only 

function of temperature and pressure. 

The mutual solubility of water in oil phase is not negligible at high temperature and it must be 

considered in simulations. The results of this simulator show that the solubility of water 

component could be as high as 10 mole percent in oleic phase. On the other hand the solubility 

of other component in aqueous phase was negligible in all of the presented cases.  

The EOS provides us with better and more accurate calculation of phase properties and it has a 

significant effect on the final recovery of the hybrid processes. It also affects the time of 

appearance or disappearance of phases in grid blocks and breakthrough events could happen at 

different times.  
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It was shown in the grid to grid level analysis of the EOS and K-Value approaches that the mole 

fraction of components in oleic phase remains unchanged during the life of steam injection 

processes. When steam appears in a grid block, usually the temperature remains at the steam 

saturation temperature and the equilibrium ratios also remain unchanged. In hybrid processes 

where, a small amount of solvent is added to the steam, the most significant variations happens at 

the edge of steam chamber, but when the grid block is not at the edge of steam chamber, the 

equilibrium ratios remain more or less unchanged. 

7.3 Recommendations for future works 

Currently this model has only diffusion coefficient in mass transfer equations. Mechanical 

dispersion is an important feature in processes like VAPEX, Hot VAPEX, and lab scale hybrid 

processes and should be added to the current model.  

The current model only simulates non-reactive processes and it cannot be used to simulate 

processes such as in-situ combustion, coal gasification, and foamy oil reservoirs. It is necessary 

to add a reaction term to the conservation equations in order to simulate the latter processes. 

This simulator has been written in a way that the further development would be easy to add to 

the main code. For example it is easy to change this model to handle any type of boundary 

conditions. The commercial simulators are volumetric and users need to define pseudo wellbores 

at boundary of reservoir to mimic the effect of boundary. Therefore this software could be used 

as a platform for any future academic development.  
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APPENDIX A 

Derivatives of SRK equation of state with respect to temperature, pressure and component 

mole number 

SRK compressibility Factor: 
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SRK fugacity coefficient: 
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Derivatives of fugacity coefficient with respect to Pressure: 
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Derivatives of fugacity coefficient with respect to Temperature: 
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Derivatives of fugacity coefficient with respect to component mole number: 
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SRK molar enthalpy: 
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Derivative of molar enthalpy with respect to Pressure: 
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Derivative of molar enthalpy with respect to Temperature: 
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Derivative of molar enthalpy with respect to Component mole number: 
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