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## Abstract

Ideal multiplication and reduction are fundamental operations on ideals and are used extensively in class group and infrastructure computations; hence, the efficiency of these operations is extremely important. In this thesis we focus on reduction in real quadratic fields and examine all of the known reduction algorithms, converting them whenever required to work with ideals of positive discriminant. We begin with the classical algorithms of Gauss and Lagrange and move on to the algorithm Rickert developed for the closely related case of positive definite binary quadratic forms. Given any reduction technique, we present a general method computing the relative generator necessary for infrastructure computations. Rickert's algorithm along with an algorithm of Schönhage are adapted to ideals of real quadratic fields. We present a new method which combines the ideas of Lehmer, Williams, and others into a particularly simple algorithm. All of these algorithms have been implemented and compared with the Jacobson-Scheidler-Williams adaptation of NUCOMP in a cryptographic public key-exchange protocol. We conclude showing that Schönhage's algorithm is asymptotically the fastest but not useful in practice, JSW-NUCOMP is the fastest practical method when multiplying and reducing, and the new algorithm is the fastest method when only reduction is required.
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## Chapter 1

## Introduction

### 1.1 Ideal Arithmetic

In 1801, a man who is unquestionably one of the greatest mathematicians of all time, published a Latin work which is one of the most brilliant documents in number theory. The man was the German mathematician Karl Friedrich Gauss (1777-1855) and the work was the Disquisitiones Arithmeticae.

One of his many considerable contributions detailed in the book is the first rigorous explanation of the theory of binary quadratic forms. These pleasing mathematical objects are simple and yet profound. Algebraic number theory was developing at about the same time and binary quadratic forms were soon seen to be directly related to ideals of quadratic number fields. This relation combines the magnificence of abstract algebra with the elegance of number theory into a fascinating package.

A quadratic number field is an extension of the field of rational numbers which is formed by adjoining the square-root of an integer (which is not a perfect square)
to the field. The rationals contain a special subset of numbers, namely the rational integers. The concept of an integer may be extended to quadratic number fields and, as with the rational integers, these integers have the algebraic structure of a ring.

In this thesis we concentrate on ideals of the ring of integers. Although the concepts discussed here are applicable to real and imaginary quadratic fields, our implementations specifically focus on the real case. Reduction in the imaginary case has already been analysed and in fact, the reader will soon notice that the imaginary case may be treated as a simplification of the real case.

Objects in our physical world are regularly grouped into equivalence classes. For example, sorting buttons into containers by colour, or soda pop onto shelves by size. Ideals are grouped into equivalence classes as well and when we are given an ideal, our goal is to find an ideal in the same equivalence class which is represented by small parameters. In addition, we require an algebraic number which, when multiplied by the original ideal, yields an ideal with small parameters. This process is known as reduction and our goal is to find the most efficient algorithms implementing it.

Ideals of quadratic fields have many applications including finding solutions to the Pell equation, calculating the fundamental unit and regulator of a real quadratic field, factoring integers, and cryptographic key agreement protocols. These applications involve ideal multiplication. When ideals are multiplied, the parameters characterizing them often double in bit size. In this thesis we compare several algorithms that find a reduced ideal equivalent to this product.

In an application such as cryptographic key exchange, the efficiency of the reduction procedure is extremely important. Without good techniques, reduction consumes an overwhelming share of the computing time. We will see that the best approach
is one introduced by Shanks which in effect performs the reduction before the ideals are even multiplied.

To reach this conclusion, we have generalized all of the binary quadratic form reduction algorithms, most for the first time, to work with ideals of real quadratic fields. Since in this case, we have a cycle of reduced ideals rather than a unique reduced representative, it was necessary to develop a technique that computes the relative generator so that a representative from the cycle can be chosen. In practice, it is infeasible to compute the relative generator exactly; consequently, the algorithms have been implemented using the ( $f, p$ ) representation of Jacobson, Scheidler and Williams which provides an approximation of the relative generator with guaranteed numerical accuracy.

This is the first comparison of ideal reduction in real quadratic fields and the most complete look at general reduction in quadratic fields. The breadth of the research provides a comprehensive understanding of the state of reduction theory and has led to the development of a very efficient, elegant, new algorithm based on the ideas of several of the techniques presented in this work. This new reduction algorithm is the fastest practical method for reducing ideals in quadratic fields when multiplication is not required.

In order to determine which algorithms work better in practice, a careful implementation of the algorithms was written in the C programming language utilizing the GNU multi-precision library. The calculations were precisely optimized to ensure that any duplication of computing effort was eliminated. This is the first implementation of many of these algorithms and the most extensive comparison to date of reduction algorithms for ideals of real quadratic fields. The library is available in the
code repository of the Centre for Information Security and Cryptography (CISaC) at the University of Calgary.

### 1.2 Organization Of The Thesis

We begin in Chapter 2 with an introduction to the theory of algebraic number fields. The concepts are introduced in terms of arbitrary degree number fields and then specialized to quadratic number fields where appropriate. We formally introduce the ring of integers, ideals, fractional ideals and class group. Most of the notation used throughout the thesis is introduced here.

From Chapter 3 onward we work exclusively with quadratic number fields. Chapter 3 introduces multiplication and covers reduction in detail. The relative generator is discussed and a method is developed which may be used to calculate it from within any reduction algorithm. The classical reduction algorithms of Lagrange and Gauss are presented, both theoretically, utilizing matrices and ideals, and practical implementations. When working with imaginary quadratic fields, a unique reduced ideal is obtained without any additional effort; however, real quadratic fields require choosing a representative from the cycle of reduced ideals. With the exception of this procedure, all of the concepts in this chapter apply to both real and imaginary quadratic fields.

One application of ideals is to the exchange of a secret cryptographic key by two parties across public communication channels. In Chapter 4, concepts of secure communication are explained and a key agreement protocol is outlined. Thousands of reductions are used in this process; accordingly, it provides an excellent test-bed
for comparing ideal reduction algorithms.
Chapter 5 contains the bulk of the research in this thesis. The algorithms of Rickert, Schönhage and Schnorr-Seysen are presented in terms of ideals for the first time. The Schnorr-Seysen algorithm is reworked into the language of continued fractions. With this presentation, it is easy to see its relation to some of the other algorithms. Shanks' method of reducing before multiplying, which he dubbed NUCOMP, is explained along with improvements by many individuals. A new algorithm using continued fractions in a similar style to Schnorr-Seysen and modern NUCOMP is introduced.

Practical implementations and timings of most of the algorithms are presented in Chapter 6. General programming concepts in addition to Lehmer's method of computing the GCD open the chapter. We continue with comments on implementation and finish with several tables and graphs comparing the reduction algorithms' performance during a key exchange.

Finally, concluding remarks on the algorithms are given and topics for further research are suggested.

## Chapter 2

## Algebraic Number Theory

## Concepts

In this chapter we present some of the basic theory of algebraic number fields and describe how these general concepts specifically relate to the particular case of quadratic number fields. We introduce the ring of integers, ideals of this ring, fractional ideals and the class group. This chapter also serves to set much of the notation that will be used throughout the thesis. Most of the proofs of statements in this chapter are readily available and so are not presented here. Some example sources are, [Fra98] for abstract algebra, [ST87] for algebraic number theory and [WW87] for ideals of orders of quadratic fields.

### 2.1 Algebraic Number Fields

Before introducing some of the core concepts of algebraic number theory we first give a brief review of field theory. Recall that a field is comprised of a set of elements
along with two operations. For our purposes, it is natural to denote the operations as + and which respectively represent addition and multiplication. In a field, one of the elements from the set is the additive identity (usually called zero and denoted 0 ) and another is the multiplicative identity (usually called one and denoted 1). The field is closed, associative, and commutative under both operations. Each element of the field has an additive inverse and the non-zero elements have a multiplicative inverse. Finally, multiplication distributes over addition.

A field $E$ is an extension field of a field $F$ if $E$ and $F$ share the same operations and $F \subseteq E . E$ is a finite extension of degree $n$ over $F$ if $E$ is of finite dimension $n$ as a vector space over $F$. We denote the degree of $E$ over $F$ by $[E: F]$. If we adjoin a single element (not in $F$ ) to $F$, we have a simple extension of $F$. The base field typically considered in algebraic number theory is $\mathbb{Q}$, the field of rational numbers.

## Theorem 2.1. Every finite extension of the field $\mathbb{Q}$ is a simple extension.

In other words, the extension field $E=\mathbb{Q}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ for some finite number $n$ is equivalent to the extension field $\mathbb{Q}(\alpha)$ for some $\alpha$. One can see quite easily that $\alpha$ will be an element of the field $E$.

As stated earlier, we are interested in algebraic number fields. Each word here has significance.

Definition 2.2. An element $\alpha$ is algebraic over a field $F$ if $\alpha$ is the zero of a non-zero polynomial with coefficients in $F$. That is, $f(\alpha)=0$ for some non-zero polynomial $f(x) \in F[x]$.

Definition 2.3. An element of $\mathbb{C}$, the field of complex numbers, that is algebraic over $\mathbb{Q}$ is called an algebraic number.

Example 2.4. $\sqrt{6}$ is an algebraic number since it is a zero of the polynomial $f(x)=$ $x^{2}-6$; however, it can be shown that we cannot find a polynomial with coefficients in $\mathbb{Q}$ such that $f(\pi)=0$, therefore, $\pi$ is not an algebraic number.

Definition 2.5. We say $K$ is an algebraic number field if $K$ is a subfield of $\mathbb{C}$ and the degree of $K$ over $\mathbb{Q}$ is finite.

The integers $\mathbb{Z}$ are the building blocks of $\mathbb{Q}$. By construction, algebraic numbers are fundamentally related to $\mathbb{Q}$ and an analogue of the rational integers exists for algebraic number fields. We may generalize the concept of an integer according to the following definition.

Definition 2.6. A complex number $\alpha$ is an algebraic integer if it is a zero of a monic polynomial with coefficients in $\mathbb{Z}$. That is, $\alpha$ is an algebraic integer if $\alpha \in \mathbb{C}$ and there exists a polynomial

$$
f(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} \quad\left(a_{i} \in \mathbb{Z}\right)
$$

such that $f(\alpha)=0$.
Example 2.7. $\sqrt{-1}$ is an algebraic integer because it is a zero of $f(x)=x^{2}+1$. The algebraic number $\frac{1}{2}$ is a zero of polynomials such as $f(x)=2 x-1$ and $f(x)=x-\frac{1}{2}$; however, the first is not monic and the second does not have all coefficients in $\mathbb{Z}$. One can easily prove that a polynomial with the required properties does not exist and so $\frac{1}{2}$ is not an algebraic integer.

It is important to know the structure of the set of algebraic integers. As in the case of $\mathbb{Z}$, multiplicative inverses of the elements do not exist in general. Hence, the algebraic integers do not form a field; however, they do form a ring, just as $\mathbb{Z}$ does.

Theorem 2.8. The algebraic integers of a number field $K$ form a ring, denoted $\mathcal{O}_{K}$ (or just $\mathcal{O}$ if the context is clear), and referred to as the ring of integers of $K$. Further, $\mathcal{O}_{K}$ is a free $\mathbb{Z}$-module of $\operatorname{rank}[K: \mathbb{Q}]$.

Since a number field $K$ is defined to be a finite extension of $\mathbb{Q}$, by Theorem 2.1 we know that $K=\mathbb{Q}(\alpha)$ for some algebraic number $\alpha \in K$. Now we will show that we may consider $\alpha$ to be not just an algebraic number but an algebraic integer. We first require the following lemma.

Lemma 2.9. If $K$ is a number field, then for any $\alpha \in K$ there exists $m \in \mathbb{Z}$ such that $m \alpha \in \mathcal{O}$.

Proof. Let $\alpha \in K$ and $[K: \mathbb{Q}]=n$, then $\alpha$ is a zero of a polynomial of the form

$$
f(x)=\frac{a_{0}}{b_{0}}+\frac{a_{1}}{b_{1}} x+\cdots+\frac{a_{n}}{b_{n}} x^{n} \quad\left(a_{i}, b_{i} \in \mathbb{Z}\right)
$$

Note that we may assume that all of the coefficients are integers since if $k=\operatorname{lcm}\left[b_{1}, b_{2}, \ldots, b_{n}\right]$,

$$
f(\alpha)=0 \Rightarrow k f(\alpha)=0
$$

where all coefficients of $k f(x)$ are integers. Hence, $\alpha$ is a zero of a polynomial

$$
f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \quad\left(a_{i} \in \mathbb{Z}\right)
$$

Our goal now is to make the polynomial monic. Note that if we multiply the expression
by $a_{n}^{n-1}$ we obtain

$$
\begin{aligned}
a_{n}^{n-1} f(x) & =a_{0} a_{n}^{n-1}+a_{1} a_{n}^{n-1} x+\cdots+a_{n-1} a_{n}^{n-1} x^{n-1}+a_{n}^{n} x^{n} \\
& =a_{0} a_{n}^{n-1}+\left(a_{1} a_{n}^{n-2}\right)\left(a_{n} x\right)+\cdots+a_{n-1}\left(a_{n} x\right)^{n-1}+\left(a_{n} x\right)^{n}
\end{aligned}
$$

Setting $y=a_{n} x$ and $a_{i}^{\prime}=a_{i} a_{n}^{n-1-i}$ we obtain

$$
a_{n}^{n-1} f\left(y / a_{n}\right)=a_{0}^{\prime}+a_{1}^{\prime} y+\cdots+a_{n-1}^{\prime} y^{n-1}+y^{n}
$$

which has a zero $\alpha^{\prime}=a_{n} \alpha$. Hence, we have

$$
g\left(\alpha^{\prime}\right)=a_{0}^{\prime}+a_{1}^{\prime} \alpha^{\prime}+\cdots+a_{n-1}^{\prime}\left(\alpha^{\prime}\right)^{n-1}+\left(\alpha^{\prime}\right)^{n}=0 \quad\left(a_{i}^{\prime} \in \mathbb{Z}\right)
$$

which is what we wanted to show.

Using this lemma we may prove,
Proposition 2.10. If $K=\mathbb{Q}(\alpha)$ is a number field, then $K=\mathbb{Q}\left(\alpha^{\prime}\right)$ where $\alpha^{\prime}$ is an algebraic integer.

Proof. Let $K=\mathbb{Q}(\alpha)$ be a number field, then, as mentioned previously, $\alpha$ is an algebraic number. By the previous lemma, there exists $m \in \mathbb{Z}$ such that $\alpha^{\prime}=m \alpha \in \mathcal{O}$. Since $m$ is also in $\mathbb{Q}, \mathbb{Q}(\alpha)=\mathbb{Q}(m \alpha)$, and therefore $K=\mathbb{Q}\left(\alpha^{\prime}\right)$ with $\alpha^{\prime} \in \mathcal{O}$.

Theorem 2.11. If $E=F(\alpha)$ is a simple extension of a field $F$ and $[E: F]=n$ is finite, then every element $\beta \in E$ can be uniquely written as

$$
\beta=a_{0}+a_{1} \alpha+\cdots+a_{n-1} \alpha^{n-1} \quad\left(a_{i} \in F\right)
$$

By Proposition 2.10 and Theorem 2.11 every number field $K$ has a basis $B=$ $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ where $\alpha \in \mathcal{O}$. Since $\mathcal{O}$ is a ring, this basis consists entirely of algebraic integers. By Theorem 2.8 we know a $\mathbb{Z}$-basis exists for $\mathcal{O}$; in other words, there exists a basis $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ such that for any element $\beta \in \mathcal{O}$

$$
\beta=a_{1} \alpha_{1}+a_{2} \alpha_{2}+\cdots+a_{n} \alpha_{n} \quad\left(a_{i} \in \mathbb{Z}, \alpha_{i} \in \mathcal{O}\right)
$$

and

$$
\begin{array}{rlr}
0 & =a_{1} \alpha_{1}+a_{2} \alpha_{2}+\cdots+a_{n} \alpha_{n} \\
\Rightarrow & a_{i} & =0 \quad(1 \leq i \leq n)
\end{array}
$$

However, it need not be the case that $B$ is a $\mathbb{Z}$-basis for $\mathcal{O}$. For example, consider $K=\mathbb{Q}(\sqrt{5})$, then $B=\{1, \sqrt{5}\}$ is a basis for $K$ but $\frac{1+\sqrt{5}}{2}$ is an integer in $K$ since it is a zero of the polynomial $x^{2}-x-1=0$. Yet $\frac{1+\sqrt{5}}{2} \neq a+b \sqrt{5}$ for any $a, b \in \mathbb{Z}$, hence $B$ is not a $\mathbb{Z}$-basis for $\mathcal{O}$.

Definition 2.12. Let $K$ be a number field of degree $n$ over $\mathbb{Q}$ and let $B=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ be a $\mathbb{Z}$-basis for $\mathcal{O}$. Then $B$ is an integral basis for $K$.

An important invariant of $K$ is the discriminant.

Theorem 2.13. If $\alpha$ is algebraic over a field $K$, then there exists a unique monic polynomial $f$ of minimal degree with rational coefficients such that $f(\alpha)=0$. We say $f$ is the minimal polynomial of $\alpha$ over $K$.

Theorem 2.14. Let $K=\mathbb{Q}(\alpha)$ be a number field of degree $n$ over $\mathbb{Q}$. Then there
exist $n$ distinct monomorphisms $\lambda_{i}: K \rightarrow \mathbb{C}(1 \leq i \leq n)$. Let $\alpha_{i}=\lambda_{i}(\alpha)$, then the $\alpha_{i}$ are the distinct zeros of the minimal polynomial of $\alpha$ over $\mathbb{Q}$.

Definition 2.15. For any element $\alpha$ of a number field $K$, the $\lambda_{i}(\alpha)$ are the $K$ conjugates of $\alpha$.

Definition 2.16. Let $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ be an integral basis for a number field $K$, then the discriminant of $K$, denoted $\Delta_{K}$ (or just $\Delta$ if the context is clear), is

$$
\Delta=\left|\begin{array}{cccc}
\lambda_{1}\left(\alpha_{1}\right) & \lambda_{1}\left(\alpha_{2}\right) & \cdots & \lambda_{1}\left(\alpha_{n}\right) \\
\lambda_{2}\left(\alpha_{1}\right) & \lambda_{2}\left(\alpha_{2}\right) & \cdots & \lambda_{2}\left(\alpha_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{n}\left(\alpha_{1}\right) & \lambda_{n}\left(\alpha_{2}\right) & \cdots & \lambda_{n}\left(\alpha_{n}\right)
\end{array}\right|^{2}
$$

## Quadratic Number Fields

With the exception of $\mathbb{Q}$, quadratic number fields are the simplest algebraic number fields. We will now discuss these concepts in this context. First, we characterize all quadratic number fields.

Proposition 2.17. Number fields of degree 2 over $\mathbb{Q}$ are precisely of the form $\mathbb{Q}(\sqrt{D})$ for square-free integers $D$.

Proof. Let $K=\mathbb{Q}(\alpha)$ be a degree 2 number field over $\mathbb{Q}$. By Proposition 2.10, we may assume $\alpha \in \mathcal{O}$. This implies that $\alpha$ is a zero of a monic degree 2 polynomial $f(x)=x^{2}+b x+c$ with $b, c \in \mathbb{Z}$.

By the quadratic formula,

$$
\alpha=\frac{-b \pm \sqrt{b^{2}-4 c}}{2}
$$

Since $b, c \in \mathbb{Z}$ we can write $b^{2}-4 c=r^{2} D$ with $D$ square-free and $r, D \in \mathbb{Z}$. Thus we have

$$
\alpha=\frac{-b \pm \sqrt{r^{2} D}}{2}=\frac{-b \pm r \sqrt{D}}{2}=\frac{-b}{2} \pm \frac{r}{2} \sqrt{D}
$$

Since $b, r \in \mathbb{Z}, \frac{b}{2}, \frac{r}{2} \in \mathbb{Q}$, we have $\mathbb{Q}(\alpha)=\mathbb{Q}(\sqrt{D})$ where $D$ is square-free.
Definition 2.18. Let $D \in \mathbb{Z}$ be square-free and let $K=\mathbb{Q}(\sqrt{D})$. If $D>0$, we say $K$ is a real quadratic field; if $D<0$, we say $K$ is an imaginary quadratic field.

Theorem 2.19. The ring of integers of a quadratic field has the following characterization:

$$
\mathcal{O}= \begin{cases}\mathbb{Z}\left[\frac{1+\sqrt{D}}{2}\right] & \text { if } D \equiv 1(\bmod 4) \\ \mathbb{Z}[\sqrt{D}] & \text { if } D \equiv 2,3(\bmod 4)\end{cases}
$$

The properties of quadratic fields are often characterized by the same set of cases used above. We will simplify the notation by making use of the following definition.

## Definition 2.20.

$$
\sigma= \begin{cases}2 & \text { if } D \equiv 1(\bmod 4) \\ 1 & \text { if } D \equiv 2,3(\bmod 4)\end{cases}
$$

We also set $\omega=\frac{\sigma-1+\sqrt{D}}{\sigma}$ and so $\mathcal{O}$ becomes $\mathbb{Z}[\omega]$. The monomorphisms of a
quadratic field are

$$
\begin{aligned}
& \lambda_{1}(a+b \sqrt{D})=a+b \sqrt{D} \\
& \lambda_{2}(a+b \sqrt{D})=a-b \sqrt{D}
\end{aligned}
$$

We denote the conjugate of an element $\alpha$ by $\bar{\alpha}$. The discriminant of $\mathbb{Q}(\sqrt{D})$ is calculated to be

$$
\Delta=\left|\begin{array}{ll}
1 & \omega \\
1 & \bar{\omega}
\end{array}\right|^{2}=\left(\frac{\sigma-1-\sqrt{D}}{\sigma}-\frac{\sigma-1+\sqrt{D}}{\sigma}\right)^{2}=\left(\frac{2}{\sigma}\right)^{2} D
$$

### 2.2 Ideals

An algebraic number field does not necessarily have unique factorization. While trying to solve Fermat's last theorem, Kummer devised the notion of ideal numbers. Using ideal numbers, he could again obtain a unique factorization and this helped him to solve Fermat's last theorem for a wide class of prime exponents. Dedekind extended the power of ideal numbers by generalizing the concept to arbitrary rings.

Definition 2.21. Let $R$ be a ring, then $A$ is an ideal of $R$ if for every $a, b \in A$ and $r \in R$ we have $a-b \in A$ and $a r \in A$. Informally, an ideal is a subring with the additional property of absorption.

Note. Recall from Theorem 2.8 that $\mathcal{O}$ forms a ring, thus we may consider the ideals of $\mathcal{O}$. By convention, we represent the ideals of $\mathcal{O}$ using Gothic notation. Following the notation of Hungerford [Hun80], we denote the fact that the ideal $\mathfrak{a}$ is a subring of $\mathcal{O}$ by $\mathfrak{a} \subseteq \mathcal{O}$.

As in the case of $\mathcal{O}$, we wish to impose some algebraic structure on the set of ideals. We would like to form a group and so we need to define a binary operation among ideals.

Definition 2.22. Let $\mathfrak{a}$ and $\mathfrak{b}$ be ideals; we define ideal multiplication to be

$$
\mathfrak{a} \mathfrak{b}=\left\{\sum a_{i} b_{i} \mid a_{i} \in \mathfrak{a}, b_{i} \in \mathfrak{b}, i \in \mathbb{N}\right\}
$$

In words, the product of two ideals is the set of all finite sums of the products of elements of $\mathfrak{a}$ and $\mathfrak{b}$.

It can be shown that ideals are closed under multiplication. That is, the product of two ideals is again an ideal. It is also not hard to apply the definitions and see that they are associative, commutative, and have identity element $\mathcal{O}$, and hence form a monoid. Unfortunately, we fail when we try to find element inverses. Using $\mathbb{Z}$ as an example, it is immediately clear that given an ideal $m \mathbb{Z}$, we are not be able to find an ideal $n \mathbb{Z}$ (with $m, n \in \mathbb{Z}, m \neq 0,1$ ) so that $(m \mathbb{Z})(n \mathbb{Z})=m n \mathbb{Z}=\mathbb{Z}$. Hence, we need to introduce an analogue to the rational numbers.

Definition 2.23. We define $\mathfrak{a}$ to be a fractional ideal of $\mathcal{O}$ if

$$
\mathfrak{a}=c^{-1} \mathfrak{b} \quad \text { for some (ordinary) ideal } \mathfrak{b} \text { and non-zero } c \in \mathcal{O}
$$

To avoid confusion, an ideal that is not a fractional ideal is sometimes called an integral ideal.

Example 2.24. To find the fractional ideals of $\mathbb{Z}$ we take $\mathcal{O}=\mathbb{Z}$ in the above
definition and obtain

$$
\begin{array}{rlr}
\mathfrak{a} & =c^{-1} \mathfrak{b}=c^{-1}(b \mathbb{Z}) & (b, c \in Z, c \neq 0) \\
& =\frac{b}{c} \mathbb{Z}=q \mathbb{Z} & (q \in \mathbb{Q})
\end{array}
$$

Again, we may apply the definitions and see that fractional ideals are associative, commutative, and have identity element $\mathcal{O}$. The definition of fractional ideals was designed to make inverses exist, the construction of which is given by the following proposition.

Theorem 2.25. Let $K$ be a number field with ring of integers $\mathcal{O}$ and let $\mathfrak{a}$ be $a$ non-zero fractional ideal, then $\mathfrak{a}$ has inverse

$$
\mathfrak{a}^{-1}=\{c \in K \mid c a \subseteq \mathcal{O}\}
$$

yielding $\mathfrak{a} \mathfrak{a}^{-1}=\mathfrak{a}^{-1} \mathfrak{a}=\mathcal{O}$.
With this result in hand we are able to state the structure of the fractional ideals of $\mathcal{O}$.

Theorem 2.26. The non-zero fractional ideals of a ring of integers $\mathcal{O}$ form an abelian group with identity element $\mathcal{O}$ under the operation of ideal multiplication. The group of fractional ideals of $\mathcal{O}$ is denoted by $\mathcal{F}$.

As we saw by the definitions of ideal inverses and multiplication, ideals can have quite a complex description. On the other hand, there is a special type of ideal that requires only a single element to describe it. We first introduce the concept of generators.

Definition 2.27. Let $X$ be a subset of $\mathcal{O}$. We denote by $\mathfrak{a}=(X)$ the smallest ideal of $\mathcal{O}$ that contains $X$. The elements of $X$ are called the generators of $\mathfrak{a}$. If $X$ is finite, consisting of the elements $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, we may write $\mathfrak{a}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$.

Definition 2.28. An ideal of a ring $R$ with a multiplicative identity is called principal if it is generated by a single element of $R$. In symbols, the ideal generated by $a$ is denoted by ( $a$ ) and

$$
(a)=\{a r \mid r \in R\} .
$$

Example 2.29. If we take $\mathcal{O}=\mathbb{Z}[i]$,

$$
\begin{aligned}
(3) & =\{3 r \mid r \in \mathbb{Z}[i]\} \\
& =\{3(a+b i) \mid a, b \in \mathbb{Z}\}
\end{aligned}
$$

is a principal ideal.

Definition 2.30. The ideal (0) is the zero ideal.

The following remarkable result shows that any ideal of $\mathcal{O}$ can be generated with just two elements.

Theorem 2.31. Let $\mathfrak{a}$ be a non-zero ideal of $\mathcal{O}$ and $\alpha \neq 0$ an element of $\mathfrak{a}$, then there exists $\beta \in \mathfrak{a}$ such that $\mathfrak{a}=(\alpha, \beta)$.

Definition 2.32. A fractional ideal $\mathfrak{a}$ of $\mathcal{O}$ is a principal fractional ideal if $\mathfrak{a}=c^{-1} \mathfrak{b}$ for some principal (integral) ideal $\mathfrak{b}=(b)$ and non-zero $c \in \mathcal{O}$.

Using our previous notation, $\mathfrak{a}=(b / c)$ with $b, c \in \mathcal{O}, c \neq 0$. One readily observes that the set of principal fractional ideals $\mathcal{P}$ is a subset of $\mathcal{F}$ and also that $\mathcal{P}$ is closed under multiplication. These facts classify $\mathcal{P}$ as a subgroup of $\mathcal{F}$.

Notice that the only difference in the definition of fractional ideals and principal fractional ideals is that $\mathfrak{b}$ is required to be principal. The difference between principal ideals and principal fractional ideals is the denominator $c$ in the generator. This idea extends to the generators of non-principal fractional ideals as well.

### 2.3 Class Group and Class Number

We know from group theory that every subgroup of an abelian group is also abelian and so $\mathcal{P}$ is abelian. Some subgroups have a special property that is exhibited in a relationship between the elements of the parent group and the subgroup itself.

Definition 2.33. A subgroup $H$ of a group $G$ is called normal if $g H=H g$ for all $g \in G$.

Theorem 2.34. If $G$ is abelian, every subgroup $H$ of $G$ is normal.

Theorem 2.35. If $G$ is a group and $H$ is a normal subgroup of $G$, then the set of cosets

$$
\{g H \mid g \in G\}
$$

is a group under the operation $(a H)(b H)=a b H$ if and only if $H$ is normal. This group is called a factor group and is denoted $G / H$.

All of the components required for a factor group are available to us. Using the abelian group $\mathcal{F}$, and $\mathcal{P}$ a normal subgroup of $\mathcal{F}$, we define the class group.

Definition 2.36. Let $\mathcal{F}$ be the abelian group of fractional ideals and $\mathcal{P}$ the normal subgroup of principal fractional ideals. The class group of $\mathcal{O}$, denoted $\mathcal{H}$, is defined to be the factor group

$$
\mathcal{H}=\mathcal{F} / \mathcal{P}
$$

We will show that $\mathcal{H}$ is always finite. The order or $\mathcal{H}$ is referred to as the class number and denoted $h$.

By the definition of a factor group,

$$
\mathcal{H}=\{\mathfrak{a} \mathcal{P} \mid \mathfrak{a} \in \mathcal{F}\}
$$

and so we see that $\mathcal{H}$ partitions the elements of $\mathcal{F}$ into cosets. If $\mathfrak{a} \in \mathcal{P}$ then $\mathfrak{a}$ is simply $\mathcal{P}$ ( $\mathcal{P}$ is closed under multiplication) so all principal ideals of $\mathcal{F}$ are gathered into one of the cosets of $\mathcal{H}$. If every ideal of $\mathcal{F}$ is principal, we have $\mathcal{F}=\mathcal{P}$, thus $\mathcal{P}$ is the only element of $\mathcal{H}$ and $h=1$.

Definition 2.37. Two fractional ideals $\mathfrak{a}$ and $\mathfrak{b}$ are said to be equivalent if they map to the same element of $\mathcal{H}$. This relationship is denoted $\mathfrak{a} \sim \mathfrak{b}$ and the equivalence class of $\mathfrak{a}$ is denoted [ $\mathfrak{a}$ ].

This tells us that if $\mathfrak{a} \sim \mathfrak{b}$ then $\left(\frac{\psi_{1}}{\psi_{2}}\right) \mathfrak{a}=\mathfrak{b}$ where $\psi_{1}, \psi_{2} \in \mathcal{O}, \psi_{2} \neq 0$, and $\left(\frac{\psi_{1}}{\psi_{2}}\right)$ is a principal fractional ideal. Alternatively, $\left(\psi_{1}\right) \mathfrak{a}=\left(\psi_{2}\right) \mathfrak{b}$ where $\left(\psi_{1}\right)$ and $\left(\psi_{2}\right)$ are principal ideals.

Definition 2.38. Let $\mathfrak{a}$ and $\mathfrak{b}$ be equivalent ideals. The term relative generator refers to the number $\psi$ generating a principal fractional ideal such that $(\psi) \mathfrak{a}=\mathfrak{b}$.

The definition of equivalence was given in terms of fractional ideals but the following theorem gives an important relationship to ideals.

Theorem 2.39. Every equivalence class contains an integral ideal. Consequentially, every fractional ideal is equivalent to an integral ideal.

Proof. Let $\mathfrak{a} \in \mathcal{F}$, then

$$
\begin{aligned}
& \mathfrak{a}=c^{-1} \mathfrak{b} \\
\Rightarrow & c \mathfrak{a}=\mathfrak{b} \\
\Rightarrow & (c) \mathfrak{a}=\mathfrak{b}
\end{aligned}
$$

Now since $(c) \in \mathcal{P}, \mathfrak{a}$ is equivalent to $\mathfrak{b}$. Given that $\mathfrak{a}$ was arbitrary, every equivalence class contains an ideal.

Rings have a parallel to factor groups, the concept of a factor ring. To form a factor group, the subgroup was required to be normal. Similarly, factor rings require that the subring be an ideal.

Theorem 2.40. If $R$ is a ring and $A$ is a subring of $R$, then the set of cosets

$$
\{r+A \mid r \in R\}
$$

is a ring under the operations $(a+A)+(b+A)=a+b+A$ and $(a+A)(b+A)=a b+A$ if and only if $A$ is an ideal. This ring is called a factor ring and is denoted $R / A$.

It can be shown that if $\mathfrak{a}$ is a non-zero ideal then the factor ring $\mathcal{O} / \mathfrak{a}$ is finite, hence we can make the following definition.

Definition 2.41. The norm of a non-zero ideal $\mathfrak{a}$ is defined to be the order of the factor ring of $\mathcal{O}$ by $\mathfrak{a}$. In symbols,

$$
N(\mathfrak{a})=|\mathcal{O} / \mathfrak{a}|
$$

The concept of $\mathbb{Z}$-bases apply to ideals also and we have the following important fact.

Theorem 2.42. Let $K$ be a number field of degree $n$ over $\mathbb{Q}$, then any non-zero ideal $\mathfrak{a}$ of $\mathcal{O}$ has an $n$ element $\mathbb{Z}$-basis.

Let $\omega=\frac{\sigma-1+\sqrt{D}}{\sigma}$ as before. Each non-zero ideal $\mathfrak{a}$ of the ring of integers of a quadratic field may be written uniquely as the $\mathbb{Z}$ module

$$
\mathfrak{a}=a \mathbb{Z} \oplus(b+c \omega) \mathbb{Z}
$$

where $a, b, c \in \mathbb{Z}, a, c>0,0 \leq b<a, c|a, c| b, a c \mid N((b+c \omega))$. Setting $Q=a \sigma / c, P=$ $b \sigma / c+\sigma-1, S=c$ we see that this is the same as

$$
\mathfrak{a}=S \frac{Q}{\sigma} \mathbb{Z} \oplus S\left(\frac{P+\sqrt{D}}{\sigma}\right) \mathbb{Z}
$$

where $Q / \sigma, P, S \in \mathbb{Z}, \sigma Q \mid P^{2}-D$ and $Q, P>0 . Q / \sigma$ is the least positive rational integer in $\mathfrak{a}$; the norm of $\mathfrak{a}$ is easily calculated as $S Q / \sigma$. Since the only variables in this representation are $Q, P$ and $S$, we use the notation $(S)(Q, P)$ to represent the ideal.

Definition 2.43. An ideal is primitive if it has no rational prime divisors.

We will usually work with ideals where $S=1$. In this case, by the structure of $\mathcal{O}$ and the fact that $Q / \sigma$ is the least element in $\mathfrak{a}$, the ideal is primitive, and we simply write $(Q, P)$.

To prove the class group is finite, we require that for any given norm, there are only a finite number of ideals of that norm. This comes as a corollary to the following two theorems. We will state the first and prove the second.

Theorem 2.44. Any integer belongs to only a finite number of ideals of $\mathcal{O}$.

Theorem 2.45. For any non-zero ideal $\mathfrak{a}, N(\mathfrak{a}) \in \mathfrak{a}$.

Proof. Let $\mathfrak{a}$ be a non-zero ideal of $\mathcal{O}$ and let $x \in \mathcal{O}$. Since $N(\mathfrak{a})$ is the order of $\mathcal{O} / \mathfrak{a}$,

$$
\begin{aligned}
& N(\mathfrak{a})(x+\mathfrak{a})=0+\mathfrak{a} \quad(0+\mathfrak{a} \text { is the additive identity) } \\
\Rightarrow & N(\mathfrak{a})(1+\mathfrak{a})=0+\mathfrak{a} \\
\Rightarrow & N(\mathfrak{a})+\mathfrak{a}=0+\mathfrak{a} \\
\Rightarrow & N(\mathfrak{a}) \in \mathfrak{a} .
\end{aligned}
$$

Corollary 2.46. Only finitely many ideals have a given norm.

Proof. By Theorem 2.44 there are only a finite number of ideals that contain the integer $\mathrm{N}(\mathfrak{a})$ and by Theorem 2.45, every ideal has its norm as an element. Therefore, only a finite number of ideals can have a given norm.

With one more fact, we can prove that the order of the class group is finite. The proof of the following lemma uses a theorem of Minkowski relating to lattices and a
tighter bound than we claim here is possible. Our bound reflects only the concepts we have introduced and any fixed bound would do. We state the result here as a lemma and refer the interested reader to [ST87].

Lemma 2.47. Every non-zero ideal is equivalent to an ideal with norm at most $\sqrt{|\Delta|}$.

Theorem 2.48. The class group $\mathcal{H}$ forms a finite abelian group.

Proof. The fact that $\mathcal{H}$ is abelian follows from the fact that $\mathcal{F}$ and $\mathcal{P}$ are abelian.
To show that $\mathcal{H}$ is finite, let $[a] \in \mathcal{H}$ and let $\Delta$ be the discriminant of $K$. By Theorem 2.39, $\mathfrak{a} \sim \mathfrak{b}$ where $\mathfrak{b}$ is an integral ideal. By Lemma 2.47, there exists an integral ideal $\mathfrak{c}$ with norm at most $\sqrt{|\Delta|}$ where $\mathfrak{b} \sim \mathfrak{c}$. Hence, $[\mathfrak{a}]=[\mathfrak{b}]=[\mathfrak{c}]$. Now by Corollary 2.46, only a finite number of ideals have a given norm. This means that for each $i$ from 1 to $\lfloor\sqrt{|\Delta|}\rfloor$, there are a finite number of ideals with norm $i$. Summing together, we obtain only a finite number of ideals that have the properties of $c$. Since every equivalence class contains an ideal like $\mathfrak{c}$, the number of equivalence classes is finite. That is, $\mathcal{H}$ is finite.

This theorem tells us a tremendous amount of information about the structure of $\mathcal{H}$. For example, the Fundamental Theorem of Finite Abelian Groups says that any finite abelian group is isomorphic to the direct product of cyclic groups of prime power order. Therefore,

$$
\mathcal{H} \approx \mathbb{Z}_{p_{1}^{a_{1}}} \oplus \mathbb{Z}_{p_{2}^{a_{2}}} \oplus \cdots \oplus \mathbb{Z}_{p_{n}^{a_{n}}}
$$

where $a_{i}, p_{i} \in \mathbb{N}$ and the $p_{i}$ are (not necessarily distinct) primes. Additionally, this factorization is unique up to the ordering of the factors.

## Chapter 3

## Multiplication and Reduction

## Theory

From this point on, we restrict our focus to ideals of quadratic fields with particular emphasis on real quadratic fields. Throughout, we assume the field $K=\mathbb{Q}(\sqrt{D})$ is fixed where $D$ is square-free.

In this chapter, we begin with an overview of ideal multiplication and present the algorithms of Arndt and Shanks. We determine the equivalence class of an ideal and provide a method of calculating the principal ideal relating two equivalent ideals. Reduction is described and the classical algorithms of Lagrange and Gauss are presented. An approach to choosing a unique reduced representative that is equivalent to the product of two ideals is explained. As well, a method is introduced which converts algorithms for working with forms to those for ideals. This chapter forms the foundation upon which the work of Chapters 5 and 6 is based.

### 3.1 Multiplication

In Definition 2.22, ideal multiplication was defined as

$$
\mathfrak{a} \mathfrak{b}=\left\{\sum a_{i} b_{i} \mid a_{i} \in \mathfrak{a}, b_{i} \in \mathfrak{b}, i \in \mathbb{N}\right\}
$$

While this is a useful theoretical definition, it is impossible to implement on a computer. Since we are restricting our focus to quadratic fields, the task of computing the product of two ideals is quite simple. An algorithm of Arndt is described in [Bue89] that gives the following method of computing the product of two primitive ideals of the same discriminant. To multiply $\mathfrak{a}=\left(Q_{a}, P_{a}\right)$ and $\mathfrak{b}=\left(Q_{b}, P_{b}\right)$ resulting in the product $(S)\left(Q_{0}, P_{0}\right)$, compute

$$
\begin{aligned}
\sigma S & =\operatorname{gcd}\left(Q_{a}, Q_{b}, P_{a}+P_{b}\right)=Q_{a} X+Q_{b} Y+\left(P_{a}+P_{b}\right) Z \\
Q_{0} & =\frac{Q_{a} Q_{b}}{\sigma S^{2}} \\
P_{0} & =\frac{1}{\sigma S}\left(Q_{a} P_{b} X+Q_{b} P_{a} Y+\left(P_{a} P_{b}+D\right) Z\right)
\end{aligned}
$$

The reason we need to compute the above greatest common divisor (GCD) is that even though we are multiplying two primitive ideals, their product need not be primitive. The above calculations ensure that we have $\mathfrak{a b}=(S)\left(Q_{0}, P_{0}\right)$ with $\left(Q_{0}, P_{0}\right)$ primitive. Shanks presented the following computationally more efficient algorithm in [Sha71].

$$
\begin{align*}
& \sigma G=\operatorname{gcd}\left(Q_{a}, Q_{b}\right)=Q_{a} X+Q_{b} Y  \tag{3.1}\\
& \sigma S=\operatorname{gcd}\left(G, P_{a}+P_{b}\right)=G Z+\left(P_{a}+P_{b}\right) W
\end{align*}
$$

$$
\begin{aligned}
& U \equiv\left(P_{b}-P_{a}\right) X Z-R_{a} W \quad\left(\bmod Q_{b} / S\right) \\
& Q_{0}=\frac{Q_{a} Q_{b}}{\sigma S^{2}} \\
& P_{0}=\frac{Q_{a} U}{\sigma S}+P_{a}
\end{aligned}
$$

Note. Throughout this thesis, if the symbol $R$ is used in the context of an ideal $(Q, P)$, it always refers to the integer $\left(P^{2}-D\right) / Q$. In cases where it is subscripted, the same subscripts apply to $Q$ and $P$.

### 3.2 Equivalence

In Definition 2.37 two ideals are defined to be equivalent if they are in the same equivalence class and this in turn implies that a principal fractional ideal relates them. Here, we provide an explicit calculation of the equivalence class of an ideal and show how to compute a generator of the principal fractional ideal relating two equivalent ideals. This provides the groundwork to easily calculate the relative generator in the subsequent reduction algorithms.

### 3.2.1 Equivalence Classes

By Definition 2.37 we know that if two ideals $\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right)$ and $\mathfrak{a}_{i}=\left(Q_{i}, P_{i}\right)$ are equivalent, then there exists a relative generator $\Psi_{i}$ such that $\mathfrak{a}_{i}=\left(\Psi_{i}\right) \mathfrak{a}_{0}$. Conceptually, the computations are easier to follow if they are worked in terms of matrices. Let the matrix $\mathfrak{A}_{i}=\left(\begin{array}{cc}\begin{array}{c}Q_{i} \\ P_{i}\end{array} & R_{i}\end{array}\right)$ correspond to $\mathfrak{a}_{i}$. For a fixed $K=\mathbb{Q}(\sqrt{D})$, let the set of all such matrices be denoted by $\mathcal{A}$. Recall that $\left(Q_{i}, P_{i}\right)$ is notation for the ideal generated by $Q_{i} / \sigma$ and $\left(P_{i}+\sqrt{D}\right) / \sigma$. It will be convenient for us to represent the
quotient of these two generators by the quadratic irrational

$$
\alpha_{i}=\frac{\left(P_{i}+\sqrt{D}\right) / \sigma}{Q_{i} / \sigma}=\frac{P_{i}+\sqrt{D}}{Q_{i}}
$$

Definition 3.1. By $G L(2, \mathbb{Z})$ we denote the general linear group of $2 \times 2$ integral matrices which are invertible. Over $\mathbb{Z}$ this simply means that they have determinant土1. $\operatorname{PGL}(2, \mathbb{Z})$ is the factor group $\mathrm{GL}(2, \mathbb{Z}) / \pm I_{2}$. That is, $\left(\begin{array}{l}a b \\ c \\ d\end{array}\right)$ and $\left(\begin{array}{ll}-a & -b \\ -c-d\end{array}\right)$ are equivalent in $\operatorname{PGL}(2, \mathbb{Z})$.

By [KW90, Prop. 3i], the ideals $\mathfrak{a}_{0}$ and $\mathfrak{a}_{i}$ are equivalent if and only if there exists a matrix $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{PGL}(2, \mathbb{Z})$ such that $\alpha_{i}=\frac{a \alpha_{0}+b}{c \alpha_{0}+d}$. Using these concepts we may compute a general formula characterizing all ideals equivalent to a given ideal.

Proposition 3.2. The equivalence class of an ideal $\left(Q_{0}, P_{0}\right)$ is given by

$$
\left[\left(Q_{0}, P_{0}\right)\right]=\left\{\begin{array}{l|l}
\left(Q_{i}, P_{i}\right) & \begin{array}{l}
Q_{i}=\varepsilon\left(d^{2} Q_{0}+2 c d P_{0}+c^{2} R_{0}\right) \\
P_{i}=\varepsilon\left(b d Q_{0}+(a d+b c) P_{0}+a c R_{0}\right) \\
\varepsilon=a d-b c= \pm 1, a, b, c, d \in \mathbb{Z}
\end{array} \tag{3.2}
\end{array}\right\}
$$

Proof. Let $\alpha_{0}=\frac{P_{0}+\sqrt{D}}{Q_{0}}$ be given, then $\alpha_{i}=\frac{P_{i}+\sqrt{D}}{Q_{i}}$ is equivalent to $\alpha_{0}$ if, and only if, for some $M=\left(\begin{array}{ll}a & b \\ c & b\end{array}\right) \in \operatorname{PGL}(2, \mathbb{Z})$,

$$
\begin{aligned}
\alpha_{i} & =\frac{a \alpha_{0}+b}{c \alpha_{0}+d}=\frac{a\left(\frac{P_{0}+\sqrt{D}}{Q_{0}}\right)+b}{c\left(\frac{P_{0}+\sqrt{D}}{Q_{0}}\right)+d}=\frac{a P_{0}+b Q_{0}+a \sqrt{D}}{c P_{0}+d Q_{0}+c \sqrt{D}} \\
& =\left(\frac{a P_{0}+b Q_{0}+a \sqrt{D}}{c P_{0}+d Q_{0}+c \sqrt{D}}\right)\left(\frac{c P_{0}+d Q_{0}-c \sqrt{D}}{c P_{0}+d Q_{0}-c \sqrt{D}}\right)
\end{aligned}
$$

$$
\begin{array}{ll}
=\frac{b d Q_{0}^{2}+(a d+b c) P Q_{0}+a c\left(P_{0}^{2}-D\right)+(a d-b c) Q_{0} \sqrt{D}}{d^{2} Q_{0}^{2}+2 c d P Q_{0}+c^{2}\left(P_{0}^{2}-D\right)} \\
=\frac{\varepsilon\left(b d Q_{0}+(a d+b c) P_{0}+a c R_{0}\right)+\sqrt{D}}{\varepsilon\left(d^{2} Q_{0}+2 c d P_{0}+c^{2} R_{0}\right)} & \quad(\varepsilon=a d-b c) \\
=\frac{P_{i}+\sqrt{D}}{Q_{i}} &
\end{array}
$$

Compare this with the action of a matrix on $\mathfrak{A}_{0}$. Let $N=\binom{e f}{g}$ with $e, f, g, h \in \mathbb{Z}$; then

$$
N^{T} \mathfrak{A}_{0} N=\left(\begin{array}{cc}
e^{2} Q_{0}+2 e g P_{0}+g^{2} R_{0} & e f Q_{0}+(e h+f g) P_{0}+g h R_{0}  \tag{3.3}\\
e f Q_{0}+(e h+f g) P_{0}+g h R_{0} & f^{2} Q_{0}+2 f h P_{0}+h^{2} R_{0}
\end{array}\right) .
$$

Since Proposition 3.2 characterizes the equivalence class of an ideal, comparing the elements of $M$ and $N$ shows that all ideals $\left(Q_{i}, P_{i}\right)$ equivalent to ( $Q_{0}, P_{0}$ ) are given by

$$
\left(\begin{array}{ll}
Q_{i} & P_{i} \\
P_{i} & R_{i}
\end{array}\right)=\varepsilon\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right)^{T}\left(\begin{array}{ll}
Q_{0} & P_{0} \\
P_{0} & R_{0}
\end{array}\right)\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right)
$$

We define two functions that represent these actions.

Definition 3.3. The function $\lambda_{M}$ where $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{PGL}(2, \mathbb{Z})$ represents the action of the matrix $M$ on the irrational number $\alpha_{0}$ corresponding to $\mathfrak{a}_{0}$.

$$
\begin{aligned}
& \lambda_{M}: \mathbb{Q}(\sqrt{D}) \\
& \quad \rightarrow \mathbb{Q}(\sqrt{D}) \\
& \quad \frac{P_{0}+\sqrt{D}}{Q_{0}} \mapsto \frac{\varepsilon\left(b d Q_{0}+(a d+b c) P_{0}+a c R_{0}\right)+\sqrt{D}}{\varepsilon\left(d^{2} Q_{0}+2 c d P_{0}+c^{2} R_{0}\right)}=\frac{P_{i}+\sqrt{D}}{Q_{i}}
\end{aligned}
$$

with $\varepsilon=\operatorname{det} M$.

Definition 3.4. The function $\phi_{N}$ where $N=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{PGL}(2, \mathbb{Z})$ represents the action of the matrix $N$ on the matrix $\mathfrak{A}_{0}$ corresponding to $\mathfrak{a}_{0}$.

$$
\begin{aligned}
& \phi_{N}: \quad \mathcal{A} \rightarrow \mathcal{A} \\
& \left(\begin{array}{cc}
Q_{0} & P_{0} \\
P_{0} & R_{0}
\end{array}\right) \mapsto \varepsilon N^{T}\left(\begin{array}{cc}
Q_{0} & P_{0} \\
P_{0} & R_{0}
\end{array}\right) N=\left(\begin{array}{cc}
Q_{i} & P_{i} \\
P_{i} & R_{i}
\end{array}\right)
\end{aligned}
$$

with $\varepsilon=\operatorname{det} N$.

A natural question is to inquire about the structure of these functions. The proof that $\Lambda=\left\{\lambda_{M} \mid M \in \operatorname{PGL}(2, \mathbb{Z})\right\}$ and $\Phi=\left\{\phi_{N} \mid N \in \mathrm{PGL}(2, \mathbb{Z})\right\}$ form groups under function composition with identity elements $\phi_{I}$ and $\lambda_{I}$, where $I= \pm I_{2}$, is straightforward. Composition in $\Lambda$ is given by $\lambda_{M_{1}} \circ \lambda_{M_{2}}=\lambda_{M_{1} M_{2}}$ while composition in $\Phi$ is given by $\phi_{N_{1}} \circ \phi_{N_{2}}=\phi_{N_{2} N_{1}}$.

In the course of this thesis, we move seamlessly between transformations of irrationals corresponding to ideals, and transformations of matrices corresponding to ideals, so it is important to establish that these groups of functions are in fact isomorphic. This way we know that for any transformation acting on the matrix corresponding to an ideal, there is a unique transformation acting on the irrational corresponding to the same ideal. For example, if the groups were not isomorphic, we could not easily calculate the relative generator of an ideal obtained using $\mathfrak{A}_{i}=\phi_{N}\left(\mathfrak{A}_{0}\right)$.

Proposition 3.5. Let $\Lambda$ and $\Phi$ be as defined in Definitions 3.3 and 3.4. Then

$$
\begin{gathered}
\Theta: \quad \Lambda \rightarrow \Phi \\
\lambda_{M} \mapsto \phi_{N} \\
\text { defined by } \quad M=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \mapsto N=\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right)
\end{gathered}
$$

is a group isomorphism.

Proof. Let $M, M_{1}, M_{2}, N, N_{1}, N_{2}, N^{\prime} \in \mathrm{PGL}(2, \mathbb{Z}), M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, and $N=\left(\begin{array}{ll}d & b \\ c & b\end{array}\right)$.
Well-defined: Observe that $\lambda_{M}=\lambda_{-M}$ and $\phi_{N}=\phi_{-N}$. Since $\Lambda$ and $\Phi$ form groups, the functions $\lambda$ and $\phi$ comprising them are bijections. Hence, $\lambda_{M_{1}}=\lambda_{M_{2}} \Rightarrow M_{2}=$ $\pm M_{1}$. Also,

$$
\Theta\left(\lambda_{M}\right)=\phi_{N}=\phi_{-N}=\Theta\left(\lambda_{-M}\right) .
$$

Hence, $\lambda_{M_{1}}=\lambda_{M_{2}} \Rightarrow \Theta\left(\lambda_{M_{1}}\right)=\Theta\left(\lambda_{M_{2}}\right)$ and so $\Theta$ is well-defined.
Operation preserving: Let $M_{i}=\left(\begin{array}{cc}a_{i} & b_{i} \\ c_{i} & d_{i}\end{array}\right)$ and $N_{i}=\left(\begin{array}{cc}d_{i} & b_{i} \\ c_{i} & a_{i}\end{array}\right)$ then

$$
\Theta\left(\lambda_{M_{1}} \lambda_{M_{2}}\right)=\Theta\left(\lambda_{M_{1} M_{2}}\right)=\phi_{N^{\prime}}
$$

where $N^{\prime}=\left(\begin{array}{c}c_{1} b_{2}+d_{1} d_{2} \\ c_{1} a_{2}+d_{1} c_{1} c_{2} \\ a_{1} a_{2}+b_{1}+b_{1} c_{2}\end{array}\right)$. Similarly,

$$
\Theta\left(\lambda_{M_{1}}\right) \Theta\left(\lambda_{M_{2}}\right)=\phi_{N_{1}} \phi_{N_{2}}=\phi_{N_{2} N_{1}}=\phi_{N^{\prime}}
$$

Injective: We will calculate $\operatorname{Ker}(\Theta)=\left\{\lambda_{M} \mid \Theta\left(\lambda_{M}\right)=\phi_{I}\right\}$. Let $M$ and $N$ be as given
above and $\operatorname{set} \varepsilon=\operatorname{det} M$.

$$
\begin{aligned}
& \Theta\left(\lambda_{M}\right)=\phi_{I} \\
\Rightarrow & \phi_{N}=\phi_{I} \\
\Rightarrow & \varepsilon\left(\begin{array}{cc}
d^{2} Q+2 c d P+c^{2} R & b d Q+(a d+b c) P+a c R \\
b d Q+(a d+b c) P+a c R & b^{2} Q+2 a b P+a^{2} R
\end{array}\right)=\left(\begin{array}{cc}
Q & P \\
P & R
\end{array}\right) \\
\Rightarrow & \varepsilon=1, a=d= \pm 1, \text { and } b=c=0 \\
\Rightarrow & M=N=I \\
\Rightarrow & \operatorname{Ker}(\Theta)=\left\{\lambda_{I}\right\} \\
\Rightarrow & \Theta \text { is injective }
\end{aligned}
$$

Surjection: Let $\phi_{N}$ be given and let $M, N$ be as above, then $\Theta\left(\lambda_{M}\right)=\phi_{N}$.

### 3.2.2 Relative Generator

Let us write $\alpha_{i}=\lambda_{M}\left(\alpha_{0}\right)$ semantically as

$$
\binom{\alpha_{i}}{1}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{\alpha_{0}}{1}
$$

By [KW90, Prop. 3ii], the relative generator is $\Psi_{i}=\varepsilon\left(d+c \bar{\alpha}_{0}\right)$ and so $\left(Q_{i}, P_{i}\right)=$ $\left(\Psi_{i}\right)\left(Q_{0}, P_{0}\right)$. Writing $\lambda_{M}$ in this form shows clearly that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1}\binom{\alpha_{i}}{1}=\binom{\alpha_{0}}{1}
$$

In other words, $\left(\lambda_{M}\right)^{-1}=\lambda_{M^{-1}}$. Calculating $\Psi_{i}^{-1}$ we find

$$
\begin{array}{r}
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1}=\varepsilon\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right) \\
\Rightarrow \Psi_{i}^{-1}=\varepsilon^{2}\left(a-c \bar{\alpha}_{i}\right)=a-c \bar{\alpha}_{i} .
\end{array}
$$

Putting everything together, any algorithm in this thesis can be thought to use $\phi_{N} \in \Phi$ to produce a reduced ideal $\left(Q_{i}, P_{i}\right)$. If $N=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ then $\alpha_{i}=\lambda_{M}\left(\alpha_{0}\right)$ where $M=\left(\begin{array}{ll}d & b \\ c & a\end{array}\right)$. In this case,

$$
\begin{aligned}
& \Psi_{i}=\varepsilon\left(a+c \bar{\alpha}_{0}\right)=\varepsilon\left(a+c \frac{P_{0}-\sqrt{D}}{Q_{0}}\right) \\
& \Psi_{i}^{-1}=d-c \bar{\alpha}_{i}=d-c \frac{P_{i}-\sqrt{D}}{Q_{i}}
\end{aligned}
$$

To be explicit,

$$
\begin{align*}
& \left(Q_{i}, P_{i}\right)=\left(\varepsilon a+\varepsilon c \frac{P_{0}-\sqrt{D}}{Q_{0}}\right)\left(Q_{0}, P_{0}\right)  \tag{3.4}\\
& \left(Q_{0}, P_{0}\right)=\left(d-c \frac{P_{i}-\sqrt{D}}{Q_{i}}\right)\left(Q_{i}, P_{i}\right) \tag{3.5}
\end{align*}
$$

Additionally, we can generalize [JSW, Lemma 6.3] and define

$$
\begin{aligned}
F=a P_{0}+c R_{0}, & G=a Q_{0}+c P_{0} \\
F^{\prime}=b P_{0}+d R_{0}, & G^{\prime}=b Q_{0}+d P_{0}
\end{aligned}
$$

Then,

$$
\begin{array}{rlrl}
Q_{i} & =\varepsilon\left(a^{2} Q_{0}+2 a c P_{0}+c^{2} R_{0}\right) & P_{i} & =\varepsilon\left(a b Q_{0}+(a d+b c) P_{0}+c d R_{0}\right)  \tag{3.6}\\
& =\varepsilon(a G+c F), & & =\varepsilon(b G+d F), \\
R_{i} & =\varepsilon\left(b^{2} Q_{0}+2 b d P_{0}+d^{2} R_{0}\right) & & \\
& =\varepsilon\left(b G^{\prime}+d F^{\prime}\right) . &
\end{array}
$$

$Q_{i}$ and $P_{i}$ can be given expressly in terms of $Q_{0}$ and $P_{0}$ by making the appropriate substitution for $R_{0}$ :

$$
\begin{align*}
Q_{i} & =\varepsilon\left(a^{2} Q_{0}+2 a c P_{0}+c^{2} \frac{P_{0}^{2}-D}{Q_{0}}\right) \\
& =\varepsilon \frac{a^{2} Q_{0}^{2}+2 a c Q P_{0}+c^{2} P_{0}^{2}-c^{2} D}{Q_{0}} \\
& =\varepsilon \frac{G^{2}-c^{2} D}{Q_{0}},  \tag{3.7}\\
P_{i} & =\varepsilon\left(a b Q_{0}+(a d+b c) P_{0}+c d \frac{P_{0}^{2}-D}{Q_{0}}\right) \\
& =\varepsilon \frac{a b Q_{0}^{2}+(a d+b c) Q P_{0}+c d P_{0}^{2}-c d D}{Q_{0}} \\
& =\varepsilon \frac{G G^{\prime}-c d D}{Q_{0}} . \tag{3.8}
\end{align*}
$$

Alternatively, if $Q_{i}$ has been computed, a computationally more efficient formula for $P_{i}$ is

$$
\begin{aligned}
P_{i} & =\varepsilon(b G+d F)=\varepsilon\left(\frac{a d-\varepsilon}{c} G+d F\right) \\
& =\varepsilon \frac{d(a G+c F)-\varepsilon G}{c}=\frac{d \varepsilon(a G+c F)-\varepsilon^{2} G}{c}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{d Q_{i}-G}{c} \tag{3.9}
\end{equation*}
$$

In subsequent chapters, these formulas will allow us to perform many reduction steps without needing to calculate $Q_{i}, P_{i}$, and $R_{i}$ at each step.

### 3.3 Reduction

### 3.3.1 Purpose of Reduction

It is clear from the multiplication formulas of Section 3.1 that the magnitude of the parameters $Q_{0}$ and $P_{0}$ of the product ideal is $O\left(Q_{a} Q_{b}\right)$. Theoretically this does not pose a problem; however, it is not practical to compute with numbers that grow this fast. Informally, reduction is the process of finding an ideal with parameters bounded in magnitude by $\sqrt{D}$ that is equivalent to an ideal with larger parameters.

Definition 3.6. An ideal $\mathfrak{a}=(Q, P)$ of $\mathcal{O}$ is reduced if $\mathfrak{a}$ is primitive and there does not exist an element $\beta \neq 0 \in \mathfrak{a}$ such that $|\beta|<N(\mathfrak{a})$ and $|\bar{\beta}|<N(\mathfrak{a})$. For ideals of positive discriminant where $\alpha=(P+\sqrt{D}) / Q$, this is equivalent to $\alpha>1$ and $-1<\bar{\alpha}<0$. This is the case if $0<P<\sqrt{D}, 0<Q<P+\sqrt{D}$ and $Q+P>\sqrt{D}$. Ideals of negative discriminant are reduced if $|2 P|<Q<R$ or $0 \leq 2 P \leq Q \leq R$.

### 3.3.2 Classical Reduction of Ideals (Lagrange)

Lagrange reduction of an ideal $\left(Q_{0}, P_{0}\right)$ of positive discriminant is the process of developing the simple continued fraction expansion of $\left(P_{0}+\sqrt{D}\right) / Q_{0}$. To develop the simple continued fraction expansion of a real number $\alpha$, we let $\alpha_{0}=\alpha, q_{i}=\left\lfloor\alpha_{i}\right\rfloor$,
and $\alpha_{i+1}=1 /\left(\alpha_{i}-q_{i}\right)$. Note that $\alpha_{i+1}>1$ for all $i \geq 0$. Using these definitions, $\alpha$ may be written as

$$
\alpha=q_{0}+\frac{1}{q_{1}+\frac{1}{q_{2}+\frac{1}{1}}} .
$$

We write the above compactly as

$$
\alpha=\left[q_{0}, q_{1}, q_{2}, \ldots, q_{n-1}, \alpha_{n}\right] .
$$

The variables $q_{i}$ are termed partial quotients. If we define the sequences

$$
\begin{array}{ll}
A_{-2}=0, & A_{-1}=1, \quad A_{i}=q_{i} A_{i-1}+A_{i-2}  \tag{3.10}\\
B_{-2}=1, & B_{-1}=0, \quad B_{i}=q_{i} B_{i-1}+B_{i-2}
\end{array}
$$

then the rational numbers $A_{i} / B_{i}=\left[q_{0}, q_{1}, \ldots, q_{i}\right]$ are termed the convergents of the simple continued fraction expansion of $\alpha$. If $\alpha$ is rational then $\alpha=\left[q_{0}, q_{1}, \ldots, q_{n}\right]$ for some $n \in \mathbb{N}$. If $\alpha$ is irrational, then we have an infinite continued fraction and $\lim _{i \rightarrow \infty} A_{i} / B_{i}=\alpha$.

With this notation, the sequence of ideals $\left\{\left(Q_{i}, P_{i}\right)\right\}$ is generated by

$$
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[q_{0}, q_{1}, \ldots, q_{i-1}, \frac{P_{i}+\sqrt{D}}{Q_{i}}\right]
$$

where the values $q_{i}, Q_{i}, P_{i}$ are obtained from Algorithm 3.1 below.

```
Algorithm 3.1 Rho \((\rho)\) - one continued fraction expansion step
Input: \(\left(Q_{i}, P_{i}\right), D\)
Output: \(\rho\left(Q_{i}, P_{i}\right)=\left(Q_{i+1}, P_{i+1}\right)\)
    \(q_{i} \leftarrow\left\lfloor\frac{P_{i}+\sqrt{D}}{Q_{i}}\right\rfloor\)
    \(P_{i+1} \leftarrow q_{i} Q_{i}-P_{i}\)
    \(Q_{i+1} \leftarrow \frac{D-P_{i+1}^{2}}{Q_{i}}\)
    return \(\left(Q_{i+1}, P_{i+1}\right)\)
```

By the previous discussion of continued fractions, $\alpha_{i}=\frac{P_{i}+\sqrt{D}}{Q_{i}}>1$ for $i>0$. This is the first condition of the reduction criterion and guarantees that $Q_{i}>0$ if $\left|P_{i}\right|<\sqrt{D}$, and $P_{i}$ and $Q_{i}$ have the same sign if $\left|P_{i}\right|>\sqrt{D}$. From the latter fact we may conclude that if $Q_{i}>0$ and $P_{i}<\sqrt{D}$, then $\left|P_{i}\right|<\sqrt{D}$. Under these conditions, $\bar{\alpha}<0$; hence, by Theorem 4.2 of [WW87], $\left(Q_{i}, P_{i}\right)$ is reduced. This provides a simplified reduction criterion for use with this method of reduction. We emphasize that this criterion may only be used if $\alpha_{i}>1$ which is only generally guaranteed for $i>0$. One further observation we may make from the formula for $Q_{i+1}$ is that the sign of $Q_{i+1}$ is the opposite of $Q_{i}$ when $\left|P_{i+1}\right|>\sqrt{D}$ and remains the same if $\left|P_{i+1}\right|<\sqrt{D}$.

We now illustrate how to use the ideas of Sections 3.2.1 and 3.2.2 to create an algorithm that implements Lagrange reduction and calculates a relative generator. First, we derive a theoretical algorithm using matrices and use it to develop a theoretical algorithm using ideals and a practical algorithm which is easily implemented.

To find the matrix that effects Lagrange reduction, we need to solve for $N$ and $\varepsilon$
in Definition 3.4. A little arithmetic yields the matrix $\left(\begin{array}{cc}q_{i} & -1 \\ -1 & 0\end{array}\right)$ and $\varepsilon=-1$. Hence, we have Algorithm 3.2 which effects a full reduction using matrices.

```
Algorithm 3.2 Continued Fraction Reduction (Matrix)
Input: \(\mathfrak{A}_{0}=\left(\begin{array}{ll}Q_{0} & P_{0} \\ P_{0} & R_{0}\end{array}\right), D\)
Output: \(\mathfrak{A}_{i}, N_{i}\) such that \(\mathfrak{A}_{i}=\phi_{N_{i}}\left(\mathfrak{A}_{0}\right)\) and \(\left(Q_{i}, P_{i}\right)\) is reduced
    [ Initialization]
    \(i \leftarrow 0\)
    \(N_{0} \leftarrow I_{2}\)
    [ Reduction]
    while \(\left(Q_{i}, P_{i}\right)\) is not reduced do
        \(q_{i} \leftarrow\left\lfloor\frac{P_{i}+\sqrt{D}}{Q_{i}}\right\rfloor\)
        \(\left(\begin{array}{ll}Q_{i+1} & P_{i+1} \\ P_{i+1} & R_{i+1}\end{array}\right)=(-1)\left(\begin{array}{cc}q_{i} & -1 \\ -1 & 0\end{array}\right)^{T}\left(\begin{array}{ll}Q_{i} & P_{i} \\ P_{i} & R_{i}\end{array}\right)\left(\begin{array}{cc}q_{i} & -1 \\ -1 & 0\end{array}\right)\)
        \(N_{i+1} \leftarrow N_{i}\left(\begin{array}{cc}q_{i} & -1 \\ -1 & 0\end{array}\right)\)
        \(i \leftarrow i+1\)
    return \(\mathfrak{A}_{i}, N_{i}\)
```

Now we will translate this into an algorithm which uses only ideals. We want to determine the relative generator at each step in the algorithm so that $\left(\psi_{i+1}\right) \mathfrak{a}_{i}=\mathfrak{a}_{i+1}$. The relative generator corresponding to no reduction step is $\psi_{0}=1$; we can confirm this using (3.4) and the identity matrix in which case $a=d=1, b=c=0$ and $\varepsilon=1$. The relative generator for every other step corresponds to the matrix $\left(\begin{array}{cc}q_{i} & -1 \\ -1 & 0\end{array}\right)$ in which case $a=q_{i}, b=c=-1, d=0$ and $\varepsilon=-1$. Plugging these values into (3.4) yields $\psi_{i+1}=-\left(q_{i}-\bar{\alpha}_{i}\right)$. These calculations give Algorithm 3.3.

Now to create an algorithm that is useful in practice, we can show that in Algo-

```
Algorithm 3.3 Continued Fraction Reduction (Ideal)
Input: \(\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right)\)
Output: \(\mathfrak{a}_{i}, \Psi_{i}\), such that \(\mathfrak{a}_{i}=\left(\Psi_{i}\right) \mathfrak{a}_{0}\) and \(\mathfrak{a}_{i}\) is reduced
    [ Initialization]
    \(i \leftarrow 0\)
    \(\psi_{0} \leftarrow 1\)
    [Reduction]
    while \(\mathfrak{a}_{i}\) is not reduced do
        \(q_{i} \leftarrow\left\lfloor\alpha_{i}\right\rfloor\)
        \(\psi_{i+1} \leftarrow \bar{\alpha}_{i}-q_{i}\)
        \(\mathfrak{a}_{i+1} \leftarrow\left(\psi_{i+1}\right) \mathfrak{a}_{i}\)
        \(i \leftarrow i+1\)
    [ Compute relative generator]
    \(\Psi_{i} \leftarrow \prod_{j=0}^{i} \psi_{j}\)
    return \(\mathfrak{a}_{i}, \Psi_{i}\)
```

rithm 3.2 the matrices $N_{i}$ and $\operatorname{det}\left(N_{i}\right)$ are given by

$$
\begin{align*}
& N_{i}=\left(\begin{array}{cc}
A_{i-1} & -A_{i-2} \\
-B_{i-1} & B_{i-2}
\end{array}\right)  \tag{3.11}\\
& \operatorname{det}\left(N_{i}\right)=A_{i-1} B_{i-2}-A_{i-2} B_{i-1}=(-1)^{i} \tag{3.12}
\end{align*}
$$

Hence, $\Psi_{i}=(-1)^{i}\left(A_{i-1}-B_{i-1} \bar{\alpha}_{0}\right)=\left(B_{i-2}+B_{i-1} \bar{\alpha}_{i}\right)^{-1}$ by Equations (3.4) and (3.5).
To find the values for $Q_{i+1}, P_{i+1}$ and $R_{i+1}$ we compute

$$
\left(\begin{array}{cc}
Q_{i+1} & P_{i+1} \\
P_{i+1} & R_{i+1}
\end{array}\right)=-\left(\begin{array}{cc}
q_{i} & -1 \\
-1 & 0
\end{array}\right)^{T}\left(\begin{array}{ll}
Q_{i} & P_{i} \\
P_{i} & R_{i}
\end{array}\right)\left(\begin{array}{cc}
q_{i} & -1 \\
-1 & 0
\end{array}\right)
$$

$$
=\left(\begin{array}{cc}
-q_{i}\left(q_{i} Q_{i}-P_{i}\right)+q_{i} P_{i}-R_{i} & q_{i} Q_{i}-P_{i}  \tag{3.13}\\
q_{i} Q_{i}-P_{i} & -Q_{i}
\end{array}\right) .
$$

We are now in a position to present Algorithm 3.4. The computations for $Q_{i+1}$ and $P_{i+1}$ utilize some efficiencies discovered by Tenner. The justification for the computation of $Q_{i+1}$ can be seen by inspection of the matrix of Equation (3.13). The formula for $P_{i+1}$ is obtained by solving $r_{i}=P_{i}+\lfloor\sqrt{D}\rfloor-q_{i} Q_{i}$ (the remainder of $\left.\frac{P_{i}+\lfloor\sqrt{D}\rfloor}{Q_{i}}\right)$ for $q_{i} Q_{i}-P_{i}$.

```
Algorithm 3.4 Continued Fraction Reduction (Implementation)
Input: \(\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right), D\)
Output: \(\mathfrak{a}_{i}=\left(Q_{i}, P_{i}\right), \Psi_{i}\), such that \(\mathfrak{a}_{i}=\left(\Psi_{i}\right) \mathfrak{a}_{0}\) and \(\mathfrak{a}_{i}\) is reduced
Note: The \(\left\{A_{i}\right\}\) do not need to be calculated unless they are required by an external
algorithm.
    [ Initialization]
\(i \leftarrow 0\)
\(A_{-2} \leftarrow 0, A_{-1} \leftarrow 1, B_{-2} \leftarrow 1, B_{-1} \leftarrow 0\)
\(R_{0} \leftarrow \frac{P_{0}^{2}-D}{Q_{0}}\)
[Reduction]
while \(\left(Q_{i}, P_{i}\right)\) is not reduced do
    \(q_{i} \leftarrow\left\lfloor\frac{P_{i}+\lfloor\sqrt{D}\rfloor}{Q_{i}}\right\rfloor, r_{i} \leftarrow P_{i}+\lfloor\sqrt{D}\rfloor-q_{i} Q_{i}\) (simultaneously)
\(R_{i+1} \leftarrow-Q_{i}\)
        \(P_{i+1} \leftarrow\lfloor\sqrt{D}\rfloor-r_{i}\)
        \(Q_{i+1} \leftarrow q_{i}\left(P_{i}-P_{i+1}\right)-R_{i}\)
        \(A_{i} \leftarrow q_{i} A_{i-1}+A_{i-2}, B_{i} \leftarrow q_{i} B_{i-1}+B_{i-2}\)
        \(i \leftarrow i+1\)
[ Compute relative generator]
\(\Psi_{i}^{-1} \leftarrow B_{i-2}+B_{i-1}\left(\frac{P_{i}-\sqrt{D}}{Q_{i}}\right)\)
return \(\left(Q_{i}, P_{i}\right), \Psi_{i}\)
```

We will see in Chapter 5 that many of the faster reduction algorithms do not completely reduce the ideal but come within a few Lagrange steps of being reduced. Therefore, the Lagrange algorithm is often used after the completion of other reduction algorithms to finish the reduction. The following lemma is an important technical result that simplifies the computation of the relative generator in these cases.

Lemma 3.7. If $(Q, P)=\left(d-c\left(\frac{P^{\prime}-\sqrt{D}}{Q^{\prime}}\right)\right)\left(Q^{\prime}, P^{\prime}\right)$, then calling Algorithm 3.4 with $\left(Q^{\prime}, P^{\prime}\right)$ and initializing $B_{-2} \leftarrow d, B_{-1} \leftarrow-c$ produces $\left(Q^{\prime \prime}, P^{\prime \prime}\right)$ and $\Psi$ such that $\left(Q^{\prime \prime}, P^{\prime \prime}\right)=(\Psi)(Q, P)$.

Proof. Let $N^{\prime}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be such that $\mathfrak{A}^{\prime}=\phi_{N^{\prime}}(\mathfrak{A})$ and let $\mathfrak{A}^{\prime \prime}=\phi_{N^{\prime \prime}}\left(\mathfrak{A}^{\prime}\right)$ where $N^{\prime \prime}$ is returned from Algorithm 3.2 on input of $\mathfrak{A}^{\prime}$. This implies that

$$
\begin{align*}
N^{\prime} N^{\prime \prime} & =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \prod_{j=0}^{i-1}\left(\begin{array}{cc}
q_{j} & -1 \\
-1 & 0
\end{array}\right) \\
& =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
A_{-1} & -A_{-2} \\
-B_{-1} & B_{-2}
\end{array}\right) \prod_{j=0}^{i-1}\left(\begin{array}{cc}
q_{j} & -1 \\
-1 & 0
\end{array}\right)
\end{align*}
$$

Hence, if in Algorithm 3.2 we set

$$
N_{0}=\left(\begin{array}{cc}
A_{-1} & -A_{-2} \\
-B_{-1} & B_{-2}
\end{array}\right) \leftarrow\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \text { instead of }\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

the matrix $N_{i}$ returned is $N^{\prime} N^{\prime \prime}$ from which we may calculate the relative generator such that $(\Psi)\left(Q^{\prime \prime}, P^{\prime \prime}\right)=(Q, P)$. In the case of Algorithm 3.4 we do not need the $\left\{A_{i}\right\}$ sequence, only the $\left\{B_{i}\right\}$ sequence. By Equation (3.5), the values $c$ and $d$ from $(Q, P)=\left(d-c\left(\frac{P^{\prime}-\sqrt{D}}{Q^{\prime}}\right)\right)\left(Q^{\prime}, P^{\prime}\right)$ are obtained from the bottom row of the matrix
$N^{\prime}$; therefore, all that is required is to set $B_{-2} \leftarrow d$ and $B_{-1} \leftarrow-c$ in which case the relative generator returned satisfies $\left(Q^{\prime \prime}, P^{\prime \prime}\right)=(\Psi)(Q, P)$.

### 3.4 Finding a Reduced Representative

In the case of imaginary quadratic fields, it is well known that for any ideal $\mathfrak{a}_{0}$, there is a unique reduced ideal $\mathfrak{a}_{r}$ equivalent to it. For real quadratic fields, we know that there can be many equivalent reduced ideals. If the $\rho$-operation of Algorithm 3.1 is applied to a reduced ideal $\mathfrak{a}_{r}$, then $\rho^{n}\left(\mathfrak{a}_{r}\right)$ is reduced for any $n \geq 0$ (see, for example, [WW87]). The ideals produced are ultimately periodic and so form a cycle of reduced ideals; in fact, this cycle contains all of the reduced ideals equivalent to $\mathfrak{a}_{r}$. Each equivalence class in the class group contains exactly one cycle and so the number of distinct cycles of $\mathcal{O}$ is equal to the class number. If $\alpha_{r}$ is the quadratic irrational corresponding to $\mathfrak{a}_{r}$, then one may move in the reverse direction of $\rho$ in the cycle by developing the simple continued fraction expansion of $-\bar{\alpha}_{r}$; this operation is denoted $\rho^{-1}$ and $\rho \rho^{-1}\left(\mathfrak{a}_{r}\right)=\rho^{-1} \rho\left(\mathfrak{a}_{r}\right)=\mathfrak{a}_{r}$, if $\mathfrak{a}_{r}$ is reduced. ${ }^{1}$

If we use Algorithm 3.3 to reduce an ideal $\mathfrak{a}_{0}$ to $\mathfrak{a}_{r}$ with $r$ minimal, we know by [vtW01, Cor. 4.6] that if $\left(\Psi_{r}\right) \mathfrak{a}_{0}=\mathfrak{a}_{r}$, then $\left|\Psi_{r}\right| \leq 1$. We can pick a unique representative from the cycle in the following manner. Let $\theta_{i}=A_{i}-B_{i} \bar{\alpha}_{r}$ (see Equation (3.4)) be the relative generator of two reduced ideals $\mathfrak{a}_{r}$ and $\mathfrak{a}_{r+i}$ in the cycle of reduced ideals; that is, $\left(\theta_{i}\right) \mathfrak{a}_{r}=\mathfrak{a}_{r+i}$. Applying Equation (3.4), it is easy

[^0]to show that $1=\theta_{0}<\theta_{1}<\theta_{2}<\cdots<\theta_{i}$ for all $i$. Hence, for some $i$ we obtain $\left(\theta_{i} \Psi_{r}\right) \mathfrak{a}_{0}=\mathfrak{a}_{r+i}$ where $\left|\theta_{i} \Psi_{r}\right| \leq 1<\left|\theta_{i+1} \Psi_{r}\right|$. The ideal $\mathfrak{a}_{r+i}$ is referred to as the near reduced ideal of $\mathfrak{a}_{0}$. Note that the term "near reduced" does not imply that the ideal is not fully reduced. The idea is that $\mathfrak{a}_{0}$ and $\mathfrak{a}_{r+i}$ are near to each other since the relative generator is close to 1 .

Algorithm 3.5 is a theoretical algorithm illustrating the procedure to obtain a near reduced ideal. For a practical implementation, see [JSW].

```
Algorithm 3.5 Near Reduced Ideal (Ideal)
```

```
[ Initialization ]
```

[ Initialization ]
$i \leftarrow-1$
$i \leftarrow-1$
$\theta_{0} \leftarrow 1$
$\theta_{0} \leftarrow 1$
[ Compute near reduced ideal]
[ Compute near reduced ideal]
while $\left|\theta_{i+1} \Psi_{r}\right| \leq 1$ do
while $\left|\theta_{i+1} \Psi_{r}\right| \leq 1$ do
$i \leftarrow i+1$
$i \leftarrow i+1$
$q_{i} \leftarrow\left\lfloor\alpha_{r+i}\right\rfloor$
$q_{i} \leftarrow\left\lfloor\alpha_{r+i}\right\rfloor$
$\theta_{i+1} \leftarrow \theta_{i}\left(\bar{\alpha}_{r+i}-q_{i}\right)$
$\theta_{i+1} \leftarrow \theta_{i}\left(\bar{\alpha}_{r+i}-q_{i}\right)$
$\mathfrak{a}_{r+i+1} \leftarrow\left(\theta_{i+1}\right) \mathfrak{a}_{r}$
$\mathfrak{a}_{r+i+1} \leftarrow\left(\theta_{i+1}\right) \mathfrak{a}_{r}$
return $\mathfrak{a}_{r+i}, \theta_{i}$

```
    return \(\mathfrak{a}_{r+i}, \theta_{i}\)
```

Input: A reduced ideal $\mathfrak{a}_{r}$ and irrational number $\Psi_{r}$ where $\left|\Psi_{r}\right| \leq 1$ and $\left(\Psi_{r}\right) \mathfrak{a}_{0}=\mathfrak{a}_{r}$
Output: A near reduced ideal $\mathfrak{a}_{r+i}$ and number $\theta_{i}$ such that $\left(\theta_{i} \Psi_{r}\right) \mathfrak{a}_{0}=\mathfrak{a}_{r+i}$

### 3.5 Binary Quadratic Forms

Ideals of quadratic fields and binary quadratic forms are closely related objects. Most of the algorithms presented in this thesis were originally presented in the language of binary quadratic forms. An in-depth discussion and proof of the equivalence of ideals and classes of forms is readily available in works such as [Bue89] or [Coh93]. In this
section we show how to convert the algorithms for forms into algorithms for ideals and present the classical Gaussian reduction of forms.

Definition 3.8. A binary quadratic form is a function $f(x, y)=a x^{2}+b x y+c y^{2}$ with $a, b, c, x, y \in \mathbb{Z}$. It is written compactly as $(a, b, c)$ and its discriminant is defined to be $\Delta=b^{2}-4 a c$. Note that $\Delta \equiv 0,1(\bmod 4)$.

Definition 3.9. If $\operatorname{gcd}(a, b, c)=1$ then $(a, b, c)$ is a primitive quadratic form. The form $(a, b, c)$ is definite if $\Delta<0$ and indefinite if $\Delta>0$.

The above references ([Bue89], [Coh93]) show that a form ( $a, b, c$ ) can be put in correspondence with the $\mathbb{Z}$-module

$$
a \mathbb{Z} \oplus\left(\frac{-b+\sqrt{\Delta}}{2}\right) \mathbb{Z}
$$

This is not a one-to-one mapping as many distinct forms correspond to a single $\mathbb{Z}$-module. To convert algorithms for working with forms to those for ideals, we use the $\mathbb{Z}$-module from the above correspondence and set it equal to an arbitrary $\mathbb{Z}$-module that uses our representation of ideals.

$$
a \mathbb{Z} \oplus \frac{-b+\sqrt{\Delta}}{2} \mathbb{Z}=\frac{Q}{\sigma} \mathbb{Z} \oplus \frac{P+\sqrt{D}}{\sigma} \mathbb{Z}
$$

Hence, one correspondence that will work is

$$
a=\frac{Q}{\sigma} \text { and } \frac{-b+\sqrt{\Delta}}{2}=\frac{P+\sqrt{D}}{\sigma} .
$$

Equating the rational parts of the right hand side equation,

$$
b=-\frac{2 P}{\sigma} .
$$

We do not have (nor do we require) a one-to-one mapping between ideals and forms but this does give us a correspondence so that we may translate the algorithms. In fact, for the algorithms, we may further simplify the correspondence to $a=Q / \sigma$ and $b=2 P / \sigma$. A few more calculations confirm that $c=R / \sigma$.

Gaussian reduction is the standard method used to reduce forms. We first outline the reduction method and then translate it for use with ideals. Later, we will compare this method with Lagrange's method.

Definition 3.10. Two forms $f$ and $g$ are properly equivalent (denoted $f \sim g$ ) if there exists an integral $2 \times 2$ matrix $\binom{e f}{g h}$ with determinant 1 (a unimodular $2 \times 2$ matrix) such that $g(x, y)=f\left(x^{\prime}, y^{\prime}\right)$ where $\binom{x^{\prime}}{y^{\prime}}=\binom{e f}{g}\binom{x}{y}$. The forms are improperly equivalent if the matrix has determinant -1 .

Forms with negative discriminant are reduced if $|b|<a<c$ or $0 \leq b \leq a \leq c$ and forms with positive discriminant are reduced if $|\sqrt{\Delta}-2| a|\mid<b<\sqrt{\Delta}$. For any arbitrary form $f$, traditional Gaussian reduction reduces a form by applying the unimodular transformations

$$
N=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \text { or } N=\left(\begin{array}{ll}
1 & q \\
0 & 1
\end{array}\right)
$$

where the computation of $q$ will be given later in this section. Using the matrix

$$
\begin{aligned}
& \left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \text {, we obtain } \\
& \qquad \begin{array}{c}
\binom{x^{\prime}}{y^{\prime}}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{x}{y}=\binom{y}{-x} \\
\Rightarrow(a, b, c)=a y^{2}+b(-x) y+c(-x)^{2} \\
\Rightarrow(a, b, c) \sim(c,-b, a)
\end{array}
\end{aligned}
$$

The matrix $\left(\begin{array}{ll}1 & q \\ 0 & 1\end{array}\right)$ gives

$$
\begin{aligned}
\binom{x^{\prime}}{y^{\prime}} & =\left(\begin{array}{ll}
1 & q \\
0 & 1
\end{array}\right)\binom{x}{y}=\binom{x+q y}{y} \\
\Rightarrow(a, b, c) & =a(x+q y)^{2}+b(x+q y)(y)+c y^{2} \\
& =a x^{2}+(2 a q+b) x y+\left(a q^{2}+b q+c\right) y^{2} \\
\Rightarrow(a, b, c) & \sim\left(a, 2 a q+b, a q^{2}+b q+c\right) .
\end{aligned}
$$

Rather than working through the details of a variable substitution, an alternative method to determine how $N$ affects the form is to write the form $(a, b, c)$ as $\left(\begin{array}{cc}a & b / 2 \\ b / 2 & c\end{array}\right)$, then $a x^{2}+b x y+c y^{2}=\left(\begin{array}{ll}x & y\end{array}\right)\left(\begin{array}{cc}a & b / 2 \\ b / 2 & c\end{array}\right)\binom{x}{y}$. To transform $\left(\begin{array}{cc}a & b / 2 \\ b / 2 & c\end{array}\right)$ we now compute
$N^{T}\left(\begin{array}{cc}a & b / 2 \\ b / 2 & c\end{array}\right) N$. With the matrix $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ we obtain

$$
\begin{aligned}
& \left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
a & b / 2 \\
b / 2 & c
\end{array}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \\
= & \left(\begin{array}{cc}
-b / 2 & -c \\
a & b / 2
\end{array}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \\
= & \left(\begin{array}{cc}
c & -b / 2 \\
-b / 2 & a
\end{array}\right) \\
\Rightarrow & (a, b, c) \sim(c,-b, a)
\end{aligned}
$$

and the matrix $\left(\begin{array}{ll}1 & q \\ 0 & 1\end{array}\right)$ yields

$$
\begin{aligned}
& \left(\begin{array}{ll}
1 & 0 \\
q & 1
\end{array}\right)\left(\begin{array}{cc}
a & b / 2 \\
b / 2 & c
\end{array}\right)\left(\begin{array}{ll}
1 & q \\
0 & 1
\end{array}\right) \\
= & \left(\begin{array}{cc}
a & b / 2 \\
a q+b / 2 & b q / 2+c
\end{array}\right)\left(\begin{array}{ll}
1 & q \\
0 & 1
\end{array}\right) \\
= & \left(\begin{array}{cc}
a & a q+b / 2 \\
a q+b / 2 & a q^{2}+b q+c
\end{array}\right) \\
\Rightarrow & (a, b, c) \sim\left(a, 2 a q+b, a q^{2}+b q+c\right)
\end{aligned}
$$

as before.
Hence, to reduce a form using these transformations the procedure is to make
$|a| \leq|c|$ using the first transformation and minimize the size of $b$ using the second transformation. To find the appropriate value for $q$, we use Euclidean division to find $q$ such that $b=-2 a q+r$ with $-a<r \leq a$.

Note that various steps may be combined into one. For example, if we apply the first transformation, followed by the second we obtain

$$
\begin{equation*}
(a, b, c) \sim\left(c, 2 c q-b, a-b q+c q^{2}\right) \tag{3.14}
\end{equation*}
$$

Readers familiar with forms will have noticed that we have allowed matrices of negative determinant in the reductions of Section 3.3.2. When computing with forms, such transformations are often not allowed since the resulting form is not necessarily properly equivalent to the initial form. The Lagrange reduction technique would need to be modified slightly to be used with forms but ideals may use standard Gaussian reduction. This is given in terms of matrices as Algorithm 3.6 and in terms of ideals as Algorithm 3.7.

To produce an algorithm that is useful in practice, we use the same procedure utilized in the previous section. In this case we arrive at the sequences

$$
\begin{array}{lll}
X_{-2}=1, & X_{-1}=0, & X_{i}=q_{i} X_{i-1}-X_{i-2} \\
Y_{-2}=0, & Y_{-1}=1, & Y_{i}=q_{i} Y_{i-1}-Y_{i-2}
\end{array}
$$

and obtain the matrix

$$
N_{i}=\left(\begin{array}{ll}
X_{i-2} & X_{i-1} \\
Y_{i-2} & Y_{i-1}
\end{array}\right)
$$

## Algorithm 3.6 Gaussian Reduction (Matrix)

Input: $\mathfrak{A}_{0}=\left(\begin{array}{ll}Q_{0} & P_{0} \\ P_{0} & R_{0}\end{array}\right), D$
Output: $\mathfrak{A}_{i}, N_{i}$ such that $\mathfrak{A}_{i}=\phi_{N_{i}}\left(\mathfrak{A}_{0}\right)$ and $\left(Q_{i}, P_{i}\right)$ is reduced
[ Initialization]
$i \leftarrow 0$
$N_{0} \leftarrow I_{2}$
[ Reduction]
while ( $Q_{i}, P_{i}$ ) is not reduced do

$$
q_{i} \leftarrow \frac{R_{i}}{\left|R_{i}\right|}\left\lfloor\frac{P_{i}+\sqrt{D}}{\left|R_{i}\right|}\right]
$$

$$
\left(\begin{array}{ll}
Q_{i+1} & P_{i+1} \\
P_{i+1} & R_{i+1}
\end{array}\right)=\left(\begin{array}{cc}
0 & -1 \\
1 & q_{i}
\end{array}\right)^{T}\left(\begin{array}{ll}
Q_{i} & P_{i} \\
P_{i} & R_{i}
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & q_{i}
\end{array}\right)
$$

$$
N_{i+1} \leftarrow N_{i}\left(\begin{array}{cc}
0 & -1 \\
1 & q_{i}
\end{array}\right)
$$

$$
i \leftarrow i+1
$$

return $\mathfrak{A}_{i}, N_{i}$
Note that $\operatorname{det}\left(N_{i}\right)=1$ for all $i$ since $\operatorname{det}\left(\begin{array}{c}0-1 \\ 1 \\ q_{i}\end{array}\right)=1$; hence, Equations (3.4) and (3.5) give $\Psi_{i}=X_{i-2}+Y_{i-2} \bar{\alpha}_{0}=\left(Y_{i-1}-Y_{i-2} \bar{\alpha}_{i}\right)^{-1}$. These algorithms assume $D>0$; if $D<0$, the only change is that $q_{i} \leftarrow\left\lfloor P_{i} / R_{i}\right\rfloor$.

In [KW90], Kaplan and Williams give another version of Gaussian reduction. Their version is identical to the Lagrange reduction of Section 3.3.2 except that the value of $q_{i}$ is given by

$$
q_{i}=\frac{Q_{i}}{\left|Q_{i}\right|}\left\lfloor\frac{P_{i}+\sqrt{D}}{\left|Q_{i}\right|}\right\rfloor .
$$

```
Algorithm 3.7 Gaussian Reduction (Ideal)
Input: \(\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right), D\)
Output: \(\mathfrak{a}_{i}, \Psi_{i}\) such that \(\mathfrak{a}_{i}=\left(\Psi_{i}\right) \mathfrak{a}_{0}\) and \(\mathfrak{a}_{i}\) is reduced
```

```
    [ Initialization ]
```

    [ Initialization ]
    \(i \leftarrow 0\)
    \(i \leftarrow 0\)
    \(\psi_{0} \leftarrow 1\)
    \(\psi_{0} \leftarrow 1\)
    \(R_{0} \leftarrow \frac{P_{0}^{2}-D}{Q_{0}}\)
    \(R_{0} \leftarrow \frac{P_{0}^{2}-D}{Q_{0}}\)
    [Reduction]
    while \(\mathfrak{a}_{i}\) is not,reduced do
        \(q_{i} \leftarrow \frac{R_{i}}{\left|R_{i}\right|}\left\lfloor\frac{P_{i}+\sqrt{D}}{\left|R_{i}\right|}\right\rfloor\)
        \(\psi_{i+1} \leftarrow \bar{\alpha}_{i}\)
        \(\mathfrak{a}_{i+1} \leftarrow\left(\psi_{i+1}\right) \mathfrak{a}_{i}\)
        \(i \leftarrow i+1\)
    [ Compute relative generator]
    \(\Psi_{i} \leftarrow \prod_{j=0}^{i} \psi_{i}\)
    return \(\mathfrak{a}_{i}, \Psi_{i}\)
    ```

They prove that Lagrange reduction terminates in at most
\[
\max \left(\frac{\log \left(\left|Q_{0}\right| / 2 \sqrt{D}\right)}{2 \log (1+\sqrt{5}) / 2}+\frac{5}{2}, 2\right)
\]
reduction steps while their Gaussian reduction terminates in at most
\[
\max \left(\frac{\left|Q_{0}\right|}{2 \sqrt{D}}+1,2\right)
\]
steps. Buchmann proves in [Buc03, Thm. 6.5.3] that an ideal is reduced by the
algorithm presented here in at most
\[
\frac{1}{2} \log \left(\frac{\left|Q_{0}\right|}{2 \sqrt{D}}\right)+2
\]
steps.
```

Algorithm 3.8 Gaussian Reduction (Implementation)
Input: $\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right), D$
Output: $\mathfrak{a}_{i}=\left(Q_{i}, P_{i}\right), \Psi_{i}$, such that $\mathfrak{a}_{i}=\left(\Psi_{i}\right) \mathfrak{a}_{0}$ and $\mathfrak{a}_{i}$ is reduced

```
```

[ Initialization ]
i\leftarrow0
Y-2}\leftarrow0,\mp@subsup{Y}{-1}{}\leftarrow
R0}\leftarrow\frac{\mp@subsup{P}{0}{2}-D}{\mp@subsup{Q}{0}{}

```
    [Reduction]
    while \(\left(Q_{i}, P_{i}\right)\) is not reduced do
        \(q_{i} \leftarrow\left\lfloor\frac{P_{i}+\lfloor\sqrt{D}\rfloor}{\left|R_{i}\right|}\right\rfloor, r_{i} \leftarrow P_{i}+\lfloor\sqrt{D}\rfloor-q_{i}\left|R_{i}\right|\) (simultaneously)
        \(q_{i} \leftarrow \operatorname{sign}\left(R_{i}\right) q_{i}\)
        \(Q_{i+1} \leftarrow R_{i}\)
        \(P_{i+1} \leftarrow\lfloor\sqrt{D}\rfloor-r_{i}\)
        \(R_{i+1} \leftarrow Q_{i}+q_{i}\left(P_{i+1}-P_{i}\right)\)
        \(Y_{i} \leftarrow q_{i} Y_{i-1}-Y_{i-2}\)
        \(i \leftarrow i+1\)
    [Compute relative generator]
    \(\Psi_{i}^{-1} \leftarrow Y_{i-1}-Y_{i-2}\left(\frac{P_{i}-\sqrt{D}}{Q_{i}}\right)\)
    return \(\left(Q_{i}, P_{i}\right), \Psi_{i}\)

\section*{Chapter 4}

\section*{Applications to Secure}

\section*{Communication}

One application of ideals is the exchange of a secret key by two parties across public communication channels. In this chapter, core concepts of secure communication are explained and a key agreement protocol utilizing ideals of real quadratic fields is outlined. In the process of exchanging keys, thousands of reductions are needed; accordingly, it provides an excellent system in which to benchmark the reduction algorithms as well as demonstrate the important role they play in a real-life application.

For two parties to communicate securely across publicly accessible channels, they must first agree upon the cryptosystem that they will use as well as a key that will enable their communication to remain private. By convention, we refer to the two communicating parties as Alice and Bob. To use symmetric-key cryptography, Alice and Bob require a common key. This key must somehow be securely communicated between the two of them. The security of the delivery method depends upon their
security requirements. It may take the form of delivery in person, by trusted courier or perhaps an electronic channel that they know is sufficiently secure during the transmission of the key. After the key has been exchanged, Alice then encrypts her message and the ciphertext is sent across insecure public channels where we assume there are eavesdroppers who may obtain the ciphertext. This information is reflected in Figure 4.1. If the parties are across town, a key may be delivered in person; however, should one wish to communicate with someone on another continent he has never met, the problem becomes much more difficult.


Figure 4.1: Message And Key Transmission

We refer to this as the key distribution problem and it was this obstacle which was a road block for the proliferation of secure communications. In their seminal paper [DH76], Whitfield Diffie and Martin Hellman revolutionized the science of cryptography by providing a method of exchanging keys over insecure public channels,
completely obviating the need for a secure channel. Their idea was to use a one-way function, which can informally be defined as a function \(f\) such that if we are given \(x\) in the domain of \(f, f(x)\) is easy to compute, but given \(y\) in the range of \(f\), finding \(x\) such that \(f(x)=y\) is computationally difficult.

In their paper, the one-way function they proposed for key exchange was exponentiation in a finite cyclic group. Reversing this operation is known as the Discrete Logarithm Problem (DLP). The problem is, given a finite cyclic group \({ }^{1} G\) generated by \(g\), to quickly compute (deterministically in polynomial time) the integer \(x\) (with \(0 \leq x<|G|\) where \(|G|\) denotes the number of elements of \(G\) ) given the element \(g^{x}\). A proof that this problem is a one-way function would require a proof that there does not exist a deterministic polynomial time algorithm that computes \(x\). Since this problem can clearly be solved nondeterministically in polynomial time, a proof that a deterministic algorithm does not exist would also prove the well-known complexity theory conjecture that \(\mathcal{P} \neq \mathcal{N P}\). \(^{2}\) Because the DLP (nor any other problem) has not been proved to be a one-way function, the most we can say is that it has resisted the intensive efforts of many gifted mathematicians and only modest progress has been made toward a solution.

Should Alice and Bob wish to exchange a key, the protocol is:
1. Agree on a finite cyclic group \(G\) and a generator \(g\). (public)
2. Alice picks a random integer \(x\) with \(0<x<|G|\). (secret)
3. Bob picks a random integer \(y\) with \(0<y<|G|\). (secret)

\footnotetext{
\({ }^{1}\) In fact, all that is required is a finite semi-group.
\({ }^{2} \mathcal{P}\) is the set of decision problems that can be solved deterministically in polynomial time and \(\mathcal{N P}\) is the set of decision problems that can be solved nondeterministically in polynomial time.
}
4. Alice computes \(a=g^{x}\), and sends \(a\) to Bob. (public)
5. Bob computes \(b=g^{y}\), and sends \(b\) to Alice. (public)
6. Alice computes \(k=b^{x}\). (secret)
7. Bob computes \(k^{\prime}=a^{y}\). (secret)

Since \(k=b^{x}=\left(g^{y}\right)^{x}=g^{y x}=g^{x y}=\left(g^{x}\right)^{y}=a^{y}=k^{\prime}\), they now share a common key. Note that an eavesdropper has all of the information required to compute the key, but since finding \(x\) given \(g^{x}\) is computationally infeasible if \(|G|\) is large, the key may be considered secret. \({ }^{3}\)

The focus of this thesis is on real quadratic fields but we mention that an imaginary quadratic field based key exchange was introduced by Buchmann and Williams in [BW88a]. This cryptosystem is based on a finite group, namely the class group. Here, Alice and Bob agree on a class group, which is specified by the imaginary quadratic field \(\mathbb{Q}(\sqrt{D})\), and an element \(g\) of the group (an equivalence class). While each equivalence class contains an infinite number of elements, a unique reduced ideal exists in each class which may be considered the class representative. They exponentiate \(g\) as per the Diffie-Hellman protocol, and the key is based upon the reduced result. Imaginary quadratic field cryptography has been extensively studied by Buchmann and Hamdy in [BHO1].

The majority of today's popular cryptosystems rely on the difficulty of factoring or solving the DLP in a finite group. In [BW90], Buchmann and Williams introduced

\footnotetext{
\({ }^{3}\) It should be mentioned that the Diffie-Hellman protocol might not actually require the DLP to be solved in order to break the system. If a fast method is found that can find \(g^{x y}\) given \(g^{x}\) and \(g^{y}\) then the system is broken. This is referred to as the Diffie-Hellman problem and it is not known whether the Diffie-Hellman problem and DLP are equivalent. Certainly solving the DLP will break the Diffie-Hellman key exchange, but the converse might not be true.
}
the first Diffie-Hellman type public-key exchange system not based on a finite group. Instead, it is based on the set of reduced principal ideals of a real quadratic field. We have closure on this set under the operation of multiplication followed by reduction; however, under this operation we lose associativity and hence we do not have a group. To pick a reduced representative from the set, we use Algorithm 3.5. Since this key exchange is not based on a group structure, it may possibly remain secure even if the DLP for finite groups is solved.

The following is a theoretical key-exchange protocol utilizing ideals of the ring of integers of a real quadratic field. In practice, an exact representation of the relative generators cannot be sent because the size of the parameters defining them is exponential in \(D\). Hence, an approximation such as the ( \(f, p\) ) representation of [JSW] must be used instead. This is explained further in Chapter 6.
1. Agree on a real quadratic field \(K=\mathbb{Q}(\sqrt{D})\) where \(D>0\) is square-free and a reduced principal ideal \(\mathfrak{g} \in \mathcal{O}_{K}\). (public)
2. Alice picks a random integer \(x\) with \(0<x<\sqrt{D}\). (secret) (We know that the number of elements in the set of reduced principal ideals is usually bounded by \(\sqrt{D}\).)
3. Bob picks a random integer \(y\) with \(0<y<\sqrt{D}\). (secret)
4. Alice computes \(\mathfrak{a}\) and \(\Psi_{a}\) such that \(\mathfrak{a}\) is the near reduced ideal of \(\mathfrak{g}^{x}\) with \(\mathfrak{a}=\left(\Psi_{a}\right) \mathfrak{g}^{x}\). She sends \(\mathfrak{a}\) and \(\Psi_{a}\) to Bob. (public)
5. Bob computes \(\mathfrak{b}\) and \(\Psi_{b}\) such that \(\mathfrak{b}\) is the near reduced ideal of \(\mathfrak{g}^{y}\) with \(\mathfrak{b}=\) \(\left(\Psi_{b}\right) \mathfrak{g}^{y}\). He sends \(\mathfrak{b}\) and \(\Psi_{b}\) to Alice. (public)
6. Alice computes \(\mathfrak{k}\) and \(\Psi_{k}\) such that \(\mathfrak{k}\) is the near reduced ideal of \(\left(\left(\Psi_{b}^{-1}\right) \mathfrak{b}\right)^{x}=\mathfrak{g}^{y x}\) with \(\mathfrak{k}=\left(\Psi_{k}\right) \mathfrak{g}^{y x}\). (secret)
7. Bob computes \(\mathfrak{k}^{\prime}\) and \(\Psi_{k^{\prime}}\) such that \(\mathfrak{k}^{\prime}\) is the near reduced ideal of \(\left(\left(\Psi_{a}^{-1}\right) \mathfrak{a}\right)^{y}=\mathfrak{g}^{x y}\) with \(\mathfrak{k}^{\prime}=\left(\Psi_{k^{\prime}}\right) \mathfrak{g}^{x y} .(\) secret \()\)

Since \(\mathfrak{g}^{x y}=\mathfrak{g}^{y x}\) and by definition, the near reduced ideal is unique, we know \(\mathfrak{k}=\mathfrak{k}^{\prime}\) and \(\Psi_{k}=\Psi_{k^{\prime}}\). If the relative generators are approximated by an \((f, p)\) representation, we cannot guarantee that \(\mathfrak{k}=\mathfrak{k}^{\prime}\); instead, we only know that \(\mathfrak{k}^{\prime} \in\) \(\left\{\rho^{-2}(\mathfrak{k}), \rho^{-1}(\mathfrak{k}), \mathfrak{k}, \rho(\mathfrak{k}), \rho^{2}(\mathfrak{k})\right\}\). In practice, we have found that the approximation can be made sufficiently accurate so that the keys match. To eliminate any ambiguity, a second short communication protocol is described in [JSW] that establishes a provably unique key. In the protocol, Alice computes an additional five bits based upon her key and sends this information to Bob. From this information, Bob is able to ensure that their keys match.

Note that in order for this key exchange to be secure, the set of reduced principal ideals must be sufficiently large. Discriminants \(D\) that give a high level of security are discussed in [JSW01]. An ElGamal type public-key cryptosystem and digital signatures (see [ElG85]) may also be implemented. Further details may be found in [BBT94].

\section*{Chapter 5}

\section*{Survey of Improved Algorithms}

Multiplication and reduction are the fundamental operations on ideals in quadratic fields and as such we want them to be as efficient as possible. Here we present several algorithms which improve on the computational efficiency of performing these operations. In this chapter, the algorithms are presented both in terms of matrices and ideals. The matrix versions of the algorithms clarify how the implementations are derived in the following chapter and both facilitate the combination of various algorithms and make these techniques immediately transferable to binary quadratic forms. Without the matrix algorithms it would be very difficult to determine how to compute (in practice) a relative generator corresponding to an ideal that has been reduced by combining two or more techniques. The ideal algorithms serve to unify the presentation in this thesis with that found throughout the literature.

\subsection*{5.1 Rickert's Algorithm}

A computer performs its calculations using binary numbers of a fixed length called a word; for most of today's computers, the length of a word is 32 bits. Following are two example numbers converted to a computer word.
\begin{tabular}{ll} 
Base 10 & 32 bit representation \\
23 & 00000000000000000000000000010111 \\
\(2^{31}\) & 10000000000000000000000000000000
\end{tabular}

Numbers that fit in one word are called single-precision; numbers requiring more than one word are called multi-precision.

In [Leh38], Lehmer describes a method of speeding up the Euclidean Algorithm by working with single-precision numbers in some calculations rather than multiprecision numbers. If we are given numbers \(a\) and \(b\) (without loss of generality, \(a>0\) ) and want to find \(q\) and \(r\) such that \(b=a q+r, 0 \leq r<a\), we generally set \(q=\lfloor b / a\rfloor\) and \(r=b-a q\). Lehmer noticed that usually all that is required to compute \(q\) are the leading digits of \(a\) and \(b\) - the tails often have no effect on the result. Therefore, we should approximate \(a\) and \(b\) by taking only the leading (word size) bits of each, say \(\hat{a}\) and \(\hat{b}\), respectively. \({ }^{1}\) Now, set \(q=\lfloor\hat{b} / \hat{a}\rfloor\) and \(r=b-a q\).

This is a simplification of the original algorithm. In his paper, Lehmer generates new approximations based on the initial values for \(\hat{a}\) and \(\hat{b}\) until he knows the \(q\) values they yield are no longer correct. Then a multi-precision catch-up step is performed

\footnotetext{
\({ }^{1}\) This assumes they were the same length to start with. If not, the shorter number is padded in front with zeros.
}
and new approximations are taken. The full version of the modern algorithm can be found in the next chapter.

Rickert used this idea in [Ric89] to speed up the reduction algorithm for imaginary quadratic forms. Here, we let \(k\) be the maximum length of the numbers \(a, b\) and \(c\) minus the size of a computer word. Then set \(\hat{a}=\left\lfloor a / 2^{k}\right\rfloor, \hat{b}=\left\lfloor b / 2^{k}\right\rfloor, \hat{c}=\left\lfloor c / 2^{k}\right\rfloor\). We then reduce the form \((\hat{a}, \hat{b}, \hat{c})\) and combine the unimodular matrices used in that reduction to give a single transformation matrix which is then applied to the full form \((a, b, c)\). We continue this procedure until \((a, b, c)\) is reduced. The advantage is that most of the operations and reduction calculations are performed on single or double precision numbers with comparatively few operations needing to be computed on the full multi-precision form.

We apply this technique to an ideal \(\mathfrak{a}_{i}=\left(Q_{i}, P_{i}\right)\) by taking single precision approximations \(\widehat{Q}_{i}, \widehat{P}_{i}\) and \(\widehat{R}_{i}\) of \(Q_{i}, P_{i}\) and \(R_{i}\). Let \(\widehat{D}_{i}=\widehat{P}_{i}^{2}-\widehat{Q}_{i} \widehat{R}_{i}, \alpha_{i}=\frac{P_{i}-\sqrt{D}}{Q_{i}}, \widehat{\alpha}_{i}=\) \(\frac{\widehat{P}_{i}-\sqrt{\widehat{D}_{i}}}{\widehat{Q}_{i}}\) and reduce \(\left(\widehat{Q}_{i}, \widehat{P}_{i}\right)\) in \(\mathbb{Q}\left(\sqrt{\widehat{D}_{i}}\right)\). From this procedure we obtain \(\widehat{\psi}_{i+1}=\) \(a_{i}+c_{i} \overline{\widehat{\alpha}}_{i}\) such that \(\left(\widehat{\psi}_{i+1}\right) \widehat{\mathfrak{a}}_{i}\) is reduced in \(\mathbb{Q}\left(\sqrt{\widehat{D}_{i}}\right)\). Using the coefficients \(a_{i}\) and \(c_{i}\), compute \(\psi_{i+1}=a_{i}+c_{i} \bar{\alpha}_{i}\) and partially reduce \(\mathfrak{a}_{i}\) by taking \(\mathfrak{a}_{i+1}=\left(\psi_{i+1}\right) \mathfrak{a}_{i}\).

Even if \(D_{i}>0, \widehat{D}_{i}\) need not be positive if a naive approach to computing \(\widehat{D}_{i}\) is used. For a simple example, consider \(Q_{i}=28, P_{i}=23, R_{i}=17\) and \(D_{i}=\) 53. If \(k=2\) then \(\widehat{Q}_{i}=\left\lfloor 28 / 2^{2}\right\rfloor=7, \widehat{P}_{i}=\left\lfloor 23 / 2^{2}\right\rfloor=5, \widehat{R}_{i}=\left\lfloor 17 / 2^{2}\right\rfloor=4\) and \(\widehat{D}_{i}=5^{2}-(7)(4)=-3\). Either the algorithm used in the single-precision reductions must take this into account or a different computation for \(\widehat{D}_{i}\) must be used. Some possibilities are discussed in the following chapter.

Conceptually, if \(\widehat{D}_{i}>0\) and Lagrange reduction (Algorithm 3.3) is used to reduce \(\left(\widehat{Q}_{i}, \widehat{P}_{i}\right)\), this procedure embeds the partial quotients \(\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{j}\right]\) used in the
reduction of \(\left(\widehat{Q}_{i}, \widehat{P}_{i}\right)\) into the reduction of \(\left(Q_{i}, P_{i}\right)\) so that
\[
\frac{P_{i}+\sqrt{D}}{Q_{i}}=\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{j}, \frac{P_{i+1}+\sqrt{D}}{Q_{i+1}}\right]
\]

When we compute the approximations \(\widehat{Q}_{i}, \widehat{P}_{i}\) and \(\widehat{R}_{i}\), if one of them is 0 , or if \(\left(\widehat{Q}_{i}, \widehat{P}_{i}\right)\) is a reduced ideal, a full multi-precision reduction step is taken on ( \(Q_{i}, P_{i}\) ) instead, and then the procedure is continued with approximations. We continue this process until a fully reduced ideal \(\mathfrak{a}_{r}\) is obtained. The procedure is given in detail as Algorithms 5.1 and 5.2.

Algorithm 5.1 Rickert-Style Reduction Algorithm (Matrix)
Input: \(\mathfrak{A}_{0}=\left(\begin{array}{ll}Q_{0} & P_{0} \\ P_{0} & R_{0}\end{array}\right), D\)
Output: \(\mathfrak{A}_{i}, N\) such that \(\mathfrak{A}_{i}=\phi_{N}\left(\mathfrak{A}_{0}\right)\) and \(\left(Q_{i}, P_{i}\right)\) is reduced
```

    [ Initialization]
    \(i \leftarrow 0\)
    [Reduction]
    while ( \(Q_{i}, P_{i}\) ) is not reduced do
        \(k \leftarrow \max \left(\max \left(\left\lceil\log _{2} Q_{i}\right\rceil,\left\lceil\log _{2} P_{i}\right\rceil,\left\lceil\log _{2} R_{i}\right\rceil\right)\right.\) - (word size), 0 )
        \(\left.\left.\widehat{\mathfrak{A}}_{i} \leftarrow\left(\begin{array}{ll}\left\lfloor Q_{i} / 2^{k}\right. \\ {\left[P_{i} / 2^{k}\right.}\end{array}\right] \begin{array}{c}{\left[P_{i} / 2^{k}\right.} \\ {\left[R_{i} / 2^{k}\right.}\end{array}\right]\right)\)
    \(\widehat{D}_{i} \leftarrow \widehat{P}_{i}^{2}-\widehat{Q}_{i} \widehat{R}_{i}\)
    if an entry of \(\widehat{\mathfrak{A}}_{i}\) is 0 or \(\left(\widehat{Q}_{i}, \widehat{P}_{i}\right)\) is reduced in \(\mathbb{Q}\left(\sqrt{\widehat{D}_{i}}\right)\) then
        [Full multi-precision reduction]
        \(q_{i} \leftarrow\left\lfloor\frac{P_{i}+\sqrt{D}}{Q_{i}}\right\rfloor\)
        \(N_{i} \leftarrow\left(\begin{array}{cc}q_{i} & -1 \\ -1 & 0\end{array}\right)\)
        \(\mathfrak{A}_{i+1} \leftarrow(-1) N_{i}^{T} \mathfrak{A}_{i} N_{i}\)
    else
        [Single-precision reduction]
        \(\widehat{\mathfrak{A}}_{i+1}, N_{i} \leftarrow\) Algorithm 3.2 or \(3.6\left(\widehat{\mathfrak{A}}_{i}, \widehat{D}_{i}\right)\)
        \(\mathfrak{A}_{i+1} \leftarrow\left(\operatorname{det} N_{i}\right) N_{i}^{T} \mathfrak{A}_{i} N_{i}\)
        \(i \leftarrow i+1\)
    return \(\mathfrak{A}_{i}, N=\prod_{j=0}^{i-1} N_{j}\)
    ```
```

Algorithm 5.2 Rickert-Style Reduction Algorithm (Ideal)
Input: $\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right), D$
Output: $\mathfrak{a}_{i}, \Psi_{i}$ such that $\mathfrak{a}_{i}=\left(\Psi_{i}\right) \mathfrak{a}_{0}$ and $\mathfrak{a}_{i}$ is reduced
[ Initialization]
$i \leftarrow 0$
$\psi_{0} \leftarrow 1$
$R_{0} \leftarrow \frac{P_{0}^{2}-\sqrt{D}}{Q_{0}}$
[Reduction]
while $\mathfrak{a}_{i}$ is not reduced do
$k \leftarrow \max \left(\max \left(\left\lceil\log _{2} Q_{i}\right\rceil,\left\lceil\log _{2} P_{i}\right\rceil,\left\lceil\log _{2} R_{i}\right\rceil\right)-(\right.$ word size $\left.), 0\right)$
$\widehat{Q}_{i} \leftarrow\left\lfloor Q_{i} / 2^{k}\right\rfloor, \widehat{P}_{i} \leftarrow\left\lfloor P_{i} / 2^{k}\right\rfloor, \widehat{R}_{i} \leftarrow\left\lfloor R_{i} / 2^{k}\right\rfloor$
$\widehat{D}_{i} \leftarrow \widehat{P}_{i}^{2}-\widehat{Q}_{i} \widehat{R}_{i}$
if one of $\widehat{Q}_{i}, \widehat{P}_{i}$ or $\widehat{R}_{i}$ is 0 or $\left(\widehat{Q}_{i}, \widehat{P}_{i}\right)$ is reduced in $\mathbb{Q}\left(\sqrt{\widehat{D}_{i}}\right)$ then
[Full multi-precision reduction]
$q_{i} \leftarrow\left\lfloor\frac{P_{i}+\sqrt{D}}{Q_{i}}\right\rfloor$
$\psi_{i+1} \leftarrow \bar{\alpha}_{i}-q_{i}$
else
[ Single-precision reduction]
$\psi_{i+1} \leftarrow$ Relative generator (with $\overline{\widehat{\alpha}}_{i}$ replaced by $\bar{\alpha}_{i}$ ) from reducing $\widehat{\mathfrak{a}}_{i}$ in
$\mathbb{Q}\left(\sqrt{\widehat{D}_{i}}\right)$ using Algorithm 3.2 or 3.6.
$\mathfrak{a}_{i+1} \leftarrow\left(\psi_{i+1}\right) \mathfrak{a}_{i}$
$i \leftarrow i+1$
return $\mathfrak{a}_{i}, \Psi_{i}=\prod_{j=0}^{i} \psi_{j}$

```

\subsection*{5.2 Schönhage's Algorithm .}

The divide and conquer technique was used by Schönhage [Sch91] to give an asymptotically fast method of reducing forms. We present the algorithm here in terms of ideals and show how to compute the relative generator.

To use divide and conquer, the problem of reducing an ideal must be somehow split into smaller subproblems. The idea Schönhage had was to find an ideal that is minimal above some value \(s\).

Definition 5.1. \((Q, P)\) is minimal above above \(s>0\) if
1. \(Q, P, R \geq s\) and
2. (a) \(Q-2 P+R<s\) or
(b) \(P-Q<s\) and \(P-R<s\).

We will show that if an ideal is minimal above 1 then it is at most one step from being reduced. Before looking into the details of this method, we present an overview of the algorithm. To satisfy the first condition of Definition 5.1 for any value of \(s\), we need \(Q, P\) and \(R\) positive to start with; this is accomplished with Algorithm 5.4. We then find an ideal minimal above 1. Lastly, we do the final reduction step and terminate. The main components are combined as Algorithm 5.3. The algorithm returns a reduced ideal and relative generator.

\section*{Make \(Q, P\) and \(R\) Positive}

The first step in making \(Q, P\) and \(R\) positive is to ensure \(Q+R>0\). If \(Q+R<0\) then negate \(Q, P\) and \(R\). We obtain a rationale for this approach by considering the
```

Algorithm 5.3 Schönhage Reduction (Matrix)
Input: $\mathfrak{A}=\left(\begin{array}{ll}Q & P \\ P & R\end{array}\right), D$

```

```

    \(\mathfrak{A}^{\prime}, N_{1}\) sign \(\leftarrow\) Algorithm \(5.4(\mathfrak{A})\) \{Make positive \(\}\)
    \(\mathfrak{A} \mathfrak{A}^{\prime}, N_{2}, \leftarrow\) Algorithm \(5.5\left(\mathfrak{A}^{\prime},-1\right)\) \{Main reduction \(\}\)
    \(\mathfrak{A}^{\prime}, N_{3} \leftarrow\) Algorithm 3.2 ( \(\mathfrak{A}^{\prime}, D\) ) \{Final Lagrange reduction steps\}
    \(N \leftarrow N_{1} N_{2} N_{3}\)
    \(\mathfrak{Z}^{\prime} \leftarrow \operatorname{sign} \cdot \mathfrak{X}^{\prime}\)
    return \(\mathfrak{A}^{\prime}, N\)
    ```
associated matrix \(\left(\begin{array}{cc}Q & P \\ P & R\end{array}\right)\). If \(\left(\begin{array}{ll}Q^{\prime} & P^{\prime} \\ P^{\prime} & R^{\prime}\end{array}\right)=\phi_{N}\left(\begin{array}{ll}Q & P \\ P & R\end{array}\right)\) then \(\left(\begin{array}{l}-Q^{\prime} \\ -P^{\prime} \\ -R^{\prime}\end{array}\right)=\phi_{N}\left(\begin{array}{cc}-Q & -P \\ -P & -R\end{array}\right)\), that is, the steps are the same to reduce \((Q, P)\) as to reduce \((-Q,-P)\).

Second, we want to ensure that \(P>0\). If \(P<0\), we use the matrix \(N=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)\) and corresponding function \(\phi_{N}\) from Definition 3.4 to see that \((Q, P) \sim(R,-P)\). From Equation (3.4), this transformation is realized by \((R,-P)=\left(\frac{\sqrt{D}-P}{Q}\right)(Q, P)\).

At this point we know that \(Q+R>0\) which guarantees that at most one of \(Q\) or \(R\) is negative. If \(Q<0\), then using \(\phi_{N}\) where \(N=\left(\begin{array}{cc}1 & 0 \\ 1 & 1\end{array}\right)\) we set \(Q \leftarrow Q+2 P+R, P \leftarrow\) \(P+R\), and leave \(R\) unchanged. Since \(Q+R, P\), and \(R\) were positive, we know the new values for \(Q, P\), and \(R\) are positive. A similar argument works with the matrix \(N=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)\) if \(R<0\). The full algorithm to make the ideal parameters positive is given as Algorithm 5.4.

\section*{Monotone Reduction}

To find an ideal minimal above 1 we use the divide and conquer MR algorithm (Algorithm 5.5). The first step is to partially reduce \((Q, P)\) until it is minimal above
```

Algorithm 5.4 Make Positive (Matrix)
Input: $\mathfrak{A}=\left(\begin{array}{ll}Q & P \\ P & R\end{array}\right)$

```

Output: \(\mathfrak{A}^{\prime}, N\), sign, such that all entries of \(\mathfrak{A}^{\prime}\) are positive and \(\mathfrak{A}^{\prime}=(\operatorname{sign}) \phi_{N}(\mathfrak{A})\)
```

    [ Initialization]
    \(\mathfrak{A}^{\prime} \leftarrow \mathfrak{A}, N \leftarrow I_{2}\)
    [ Ensure \(Q^{\prime}+R^{\prime} \geq 0\) and \(P^{\prime} \geq 0\) ]
    if \(\left(Q^{\prime}+R^{\prime}<0\right)\) then
        \(\mathfrak{A}^{\prime} \leftarrow-\mathfrak{A}^{\prime}\)
        \(\operatorname{sign} \leftarrow-1\)
    else
        sign \(\leftarrow 1\)
    if \(\left(P^{\prime}<0\right)\) then
    \(\mathfrak{A}^{\prime} \leftarrow\left(\begin{array}{cc}R^{\prime} & -P^{\prime} \\ -P^{\prime} & Q^{\prime}\end{array}\right)\)
        \(N \leftarrow N\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)\)
    [ Ensure \(Q^{\prime}, P^{\prime}, R^{\prime}\) are all positive ]
    \(\left\{Q^{\prime}+R^{\prime} \geq 0\right.\) implies at most one of \(Q^{\prime}\) or \(R^{\prime}\) is negative. \(\}\)
    if \(\left(Q^{\prime}<0\right)\) then
        \(\mathfrak{A}^{\prime} \leftarrow\left(\begin{array}{cc}Q^{\prime}+2 P^{\prime}+R^{\prime} & P^{\prime}+R^{\prime} \\ P^{\prime}+R^{\prime} & R^{\prime}\end{array}\right)\)
        \(N \leftarrow N\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)\)
    else if \(\left(R^{\prime}<0\right)\) then
        \(\mathfrak{A}^{\prime} \leftarrow\left(\begin{array}{cc}Q^{\prime} & P^{\prime}+Q^{\prime} \\ P^{\prime}+Q^{\prime} & Q^{\prime}+2 P^{\prime}+R^{\prime}\end{array}\right)\)
        \(N \leftarrow N\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)\)
    return \(\mathfrak{A}^{\prime}, N\), sign
    ```
\((1+\max (Q, 2 P, R)) / 2\). To achieve this partial reduction we recurse into \(M R\) with larger \(s\) values until at some point only a few reduction steps are needed to reduce the ideal minimal above that \(s\) value. Once this recursion unwinds, the algorithm is
called again and asked to reduce, minimal above 1, the ideal that was just partially reduced.

Giving a bit more detail, suppose the MR algorithm is called with the parameters \(Q, P, R, s\). If \(Q, P, R\) are all less than \(4 s\) then we do a few simple steps, which we will explain later, until \((Q, P)\) is minimal above \(s\); otherwise, we recurse by increasing the threshold by \(\max (Q, 2 P, R)) / 2\). That is, we choose a new value \(s^{\prime}=(s+\max (Q, 2 P, R)) / 2\) and execute \(Q^{\prime}, P^{\prime}, R^{\prime}, \psi_{1} \leftarrow \operatorname{MR}\left(Q, P, R, s^{\prime}\right)\). This gives \(\left(Q^{\prime}, P^{\prime}\right)\) minimal above \(s^{\prime}\). Now, a few reduction steps are taken (producing relative generator \(\psi_{2}\) ) until \(Q^{\prime}, P^{\prime}\) and \(R^{\prime}\) are all less than \(s^{\prime}\). Then \(M R\) is called again with the original \(s\) but the new parameters corresponding to the partially reduced ideal. Thus, we execute \(Q^{\prime}, P^{\prime}, R^{\prime}, \psi_{3} \leftarrow \operatorname{MR}\left(Q^{\prime}, P^{\prime}, R^{\prime}, s\right)\). We compute the relative generator \(\Psi \leftarrow \psi_{1} \psi_{2} \psi_{3}\) and return the values \(Q^{\prime}, P^{\prime}, R^{\prime}, \Psi\).

In the actual algorithm we often work with only the leading bits of \(Q, P\) and \(R\) to speed up calculations in a style similar to Lehmer's GCD algorithm. The full algorithm for monotone reduction used in the recursion is annotated and given as Algorithm 5.5. In the following section we explain how steps 5 and 9 use Algorithm 5.6 to reduce the ideal corresponding to \(\mathfrak{A}^{\prime}\); these are the only steps in which the ideal is being reduced.

Algorithm 5.5 Monotone Reduction - MR (Matrix)
Input: \(\mathfrak{A}=\left(\begin{array}{ll}Q & P \\ P & R\end{array}\right), m\)
Output: \(\mathfrak{A}^{\prime}, N\) such that \(\mathfrak{A}^{\prime}=\phi_{N}(\mathfrak{A})\) and \(\left(Q^{\prime}, P^{\prime}\right)\) is minimal above \(2^{m}\)
[ Initialization]
\(\mathfrak{A}^{\prime} \leftarrow \mathfrak{A}, N \leftarrow I_{2}\)
[1. If sufficiently small in size, skip to end ]
if \(\min \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right) \geq 2^{m+2}\) then
```

[2. Calculate size of operands and split if necessary ]
$n \leftarrow \max \left(\left\lfloor\log _{2} Q^{\prime}\right\rfloor,\left\lfloor\log _{2} 2 P^{\prime}\right\rfloor,\left\lfloor\log _{2} R^{\prime}\right\rfloor\right)-m+1$
if $m \leq n$ then
$m^{\prime} \leftarrow m, p \leftarrow 0$
else
$m^{\prime} \leftarrow n, p \leftarrow m-n+1$
Split $\mathfrak{A}^{\prime}$ as $\mathfrak{A}^{\prime}=2^{p} \mathfrak{A}_{1}+\mathfrak{A}_{0} \quad\left(0 \leq Q_{0}, P_{0}, R_{0}<2^{p}\right)$
$\mathfrak{A}^{\prime} \leftarrow \mathfrak{A}_{1}$
[3. Calculate half-way point ]
$h \leftarrow m^{\prime}+\lfloor n / 2\rfloor$
if $\min \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right) \geq 2^{h}$ then
[4. Recursive call - reduce $(Q, P)$ minimal above $2^{h}$ ]
$\mathfrak{A}^{\prime}, N \leftarrow \mathrm{MR}\left(\mathfrak{A}^{\prime}, h\right)$
[5. Reduce until $\max \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right)<2^{h}$ ]
while $\max \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right) \geq 2^{h}$ do
if $\left(Q^{\prime}, P^{\prime}\right)$ is minimal above $2^{m^{\prime}}$ then
break
else
$\mathfrak{A}^{\prime}, N^{\prime} \leftarrow$ Algorithm $5.6\left(\mathfrak{A}^{\prime}, m^{\prime}\right)$
$N \leftarrow N N^{\prime}$
if $\left(Q^{\prime}, P^{\prime}\right)$ is not minimal above $2^{m^{\prime}}$ then
[6-7. Recursive call - reduce $\left(Q^{\prime}, P^{\prime}\right)$ minimal above $m^{\prime}$ ]
$\mathfrak{A}^{\prime}, N^{\prime} \leftarrow \mathrm{MR}\left(\mathfrak{A}^{\prime}, m^{\prime}\right)$
$N \leftarrow N N^{\prime}$
[8. Update tails ]
if $p>0$ then
$\mathfrak{A}^{\prime} \leftarrow 2^{p} \mathfrak{A}^{\prime}+N^{T} \mathfrak{A}_{0} N$
\{from step 5\}
\{from step 1\}
[9. Reduce above $m$ ]
while ( $Q^{\prime}, P^{\prime}$ ) is not minimal above $2^{m}$ do
$\mathfrak{A}^{\prime}, N^{\prime} \leftarrow$ Algorithm $5.6\left(\mathfrak{A}^{\prime}, m^{\prime}\right)$
$N \leftarrow N N^{\prime}$
return $\mathfrak{A l}^{\prime}, N$

```

\section*{Simple Steps}

Reduction in the MR algorithm is accomplished via the use of two basic steps. These reduction steps are designed so that the ideal parameters \(Q, P\), and \(R\) remain positive. The first of these is called a low step. Here, \(Q\) remains unchanged and the reduction is
\[
\begin{align*}
& Q^{\prime} \leftarrow Q,  \tag{5.1}\\
& P^{\prime} \leftarrow P-Q, \\
& R^{\prime} \leftarrow Q-2 P+R .
\end{align*}
\]

The second is called a high step and it is symmetric, leaving \(R\) unchanged with the reduction
\[
\begin{aligned}
& Q^{\prime} \leftarrow Q-2 P+R \\
& P^{\prime} \leftarrow P-R \\
& R^{\prime} \leftarrow R .
\end{aligned}
\]

The matrices which effect these reductions are,
\[
L=\underset{\text { low step }}{\left(\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right)} \text { and } H=\underset{\text { high step }}{\left(\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right) . . . . ~ . ~}
\]

The restriction that all of the ideal parameters remain positive provides a unique reduction path using the above steps. Observe that once it is not possible to take a
low step or high step without one of \(Q, P\) or \(R\) becoming negative, \((Q, P)\) is minimal above 1 and hence almost reduced. To prove these claims, observe that at each stage, an entry in the subsequent reduction is \(Q-2 P+R\). If this is positive then
\[
\begin{aligned}
& (Q-P)+(R-P)>0 \\
\Rightarrow & (P-Q)+(P-R)<0 .
\end{aligned}
\]

This implies that at most one of \(P-Q\) and \(P-R\) can be positive. Choosing the positive course, we have a unique reduction path. The Divide and Conquer technique requires a generalization of this idea. Instead of simply requiring that \(Q, P\), and \(R\) be positive, we require that they be greater than \(2^{m}\) for some \(m \in \mathbb{Z}\). As we will soon show, this criterion also provides a unique reduction path and we observe from Definition 5.1 that once it is not possible to take a low step or high step without one of \(Q, P\) or \(R\) becoming less than \(2^{m},(Q, P)\) is minimal above \(2^{m}\). Given \(Q, P, R>2^{m}\),
\[
\begin{aligned}
& Q-2 P+R>2^{m} \\
\Rightarrow & (P-Q)+(P-R)<-2^{m} \\
\Rightarrow & \text { At most one of } P-Q \text { and } P-R \text { is greater than } 2^{m} .
\end{aligned}
\]

Since a low step requires the calculation of \(P-Q\) and a high step requires \(P-R\), only one of these steps satisfies the condition that all parameters be greater than \(2^{m}\).

We may make these steps more efficient by combining consecutive low steps as \(\left(\begin{array}{cc}1 & -q \\ 0 & 1\end{array}\right)\). This gives the formulas
\[
Q^{\prime} \leftarrow Q,
\]
\[
\begin{aligned}
& P^{\prime} \leftarrow P-q Q \\
& R^{\prime} \leftarrow q^{2} Q-2 q P+R
\end{aligned}
\]

We may find the optimal value of \(q\) so that all coefficients are greater than \(2^{m}\) by seeing that \(D=P^{\prime 2}-Q R^{\prime} \Rightarrow P^{\prime 2} \geq D+2^{m} Q\), if \(R^{\prime} \geq 2^{m}\). Now we have two conditions on \(P^{\prime}\) :
\[
\begin{aligned}
& \text { 1) } P^{\prime}=\underbrace{P-q Q \geq \sqrt{D+2^{m} Q}}_{P^{\prime 2} \geq D+2^{m} Q} \Rightarrow q \leq \frac{P-\sqrt{D+2^{m} Q}}{Q} \\
& \text { 2) } P^{\prime}=\underbrace{P-q Q \geq 2^{m}}_{\text {minimal above constraint }} \Rightarrow q \leq \frac{P-2^{m}}{Q}
\end{aligned}
\]

Hence, the optimal value of \(q\) is
\[
q=\left\lfloor\frac{P-t}{Q}\right\rfloor, \quad t=\max \left(\sqrt{D+2^{m} Q}, 2^{m}\right)
\]

Consecutive high steps may be combined with \(q\) found symmetrically as
\[
q=\left\lfloor\frac{P-t}{R}\right\rfloor, \quad t=\max \left(\sqrt{D+2^{m} R}, 2^{m}\right)
\]

Given \(Q, P\) and \(R\), one combined set of low steps or one combined set of high steps is referred to as a simple step. Algorithms 5.6 and 5.7 perform the simple step operation. In the following chapter, the implementation is based on Algorithm 5.6 while Algorithm 5.7 is provided to clarify how the ideal and relative generator are affected by each simple step.

Algorithm 5.6 Simple Step Above \(2^{m}\) (Matrix)
Input: \(\mathfrak{A}_{i}=\left(\begin{array}{cc}Q_{i} & P_{i} \\ P_{i} & R_{i}\end{array}\right), m\) where \(\left(Q_{i}, P_{i}\right)\) is an ideal that is to be reduced one simple step above \(2^{m}\)
Output: \(\mathfrak{A}_{i+1}, N\) such that \(\mathfrak{X}_{i+1}=\phi_{N}\left(\mathfrak{A}_{i}\right)\) and \(\left(Q_{i+1}, P_{i+1}\right)\) has been reduced a simple step
\[
\begin{aligned}
& D \leftarrow P_{i}^{2}-Q_{i} R_{i}\left\{\text { Store in a lookup table indexed by } Q_{i}, P_{i}, R_{i}\right\} \\
& \text { if }\left(P_{i}>Q_{i}\right) \text { then } \\
& \quad[\text { Low step }] \\
& \quad t \leftarrow \max \left(\left\lceil\sqrt{D+2^{m} Q_{i}}\right], 2^{m}\right) \\
& \quad q \leftarrow\left\lfloor\frac{P_{i}-t}{Q_{i}}\right] \\
& \quad N \leftarrow\left(\begin{array}{cc}
1 & -q \\
0 & 1
\end{array}\right) \\
& \text { else } \\
& \quad[\text { High step }] \\
& \quad t \leftarrow \max \left(\left[\sqrt{D+2^{m} R_{i}}\right\rceil, 2^{m}\right) \\
& \quad q \leftarrow\left\lfloor\frac{P_{i}-t}{R_{i}}\right] \\
& \\
& \quad N \leftarrow\left(\begin{array}{cc}
1 & 0 \\
-q & 1
\end{array}\right) \\
& \mathfrak{A}_{i+1} \leftarrow N^{T_{\mathfrak{A}}} N
\end{aligned}
\]

\section*{Finishing The Reduction}

With these definitions in place, we are now able to show that if the MR algorithm is called with a value between 0 and 1 it yields an ideal within one step of being reduced.

Proposition 5.2. An ideal \((Q, P)\) minimal above 1 is within one step of being reduced.
```

Algorithm 5.7 Simple Step Above $2^{m}$ (Ideal)
Input: $\mathfrak{a}_{i}=\left(Q_{i}, P_{i}\right), m$
Output: $\mathfrak{a}_{i+1}=\left(Q_{i+1}, P_{i+1}\right), \psi_{i+1}$ such that $\mathfrak{a}_{i+1}=\left(\psi_{i+1}\right) \mathfrak{a}_{i}$ and $\mathfrak{a}_{i+1}$ has been
reduced a simple step above $2^{m}$
$D \leftarrow P_{i}^{2}-Q_{i} R_{i}\left\{\right.$ Store in a lookup table indexed by $\left.Q_{i}, P_{i}, R_{i}\right\}$
if $\left(P_{i}>Q_{i}\right)$ then
[ Low step]
$t \leftarrow \max \left(\left\lceil\sqrt{D+2^{m} Q_{i}}\right\rceil, 2^{m}\right)$
$q \leftarrow\left\lfloor\frac{P_{i}-t}{Q_{i}}\right\rfloor$
$\psi_{i+1} \leftarrow 1$
else
[ High step ]
$t \leftarrow \max \left(\left\lceil\sqrt{D+2^{m} R_{i}}\right\rceil, 2^{m}\right)$
$q \leftarrow\left\lfloor\frac{P_{i}-t}{R_{i}}\right\rfloor$
$\psi_{i+1} \leftarrow 1-q \bar{\alpha}_{i}$
$\mathfrak{a}_{i+1} \leftarrow\left(\psi_{i+1}\right) \mathfrak{a}_{i}$
return $\mathfrak{a}_{i+1}, \psi_{i+1}$

```

Proof. Without loss of generality, assume \(Q<R\).
\[
D>0 \Rightarrow P^{2}>Q R \Rightarrow P>Q \quad(D \text { is not a square })
\]

Also, this implies that condition 2b of Definition 5.1 is impossible.
\[
\begin{align*}
& (Q, P) \text { minimal above } 1 \\
\Rightarrow & Q-2 P+R<1  \tag{definition}\\
\Rightarrow & Q-2 P+R<0 \\
\Rightarrow & R<2 P-Q
\end{align*}
\]
( \(D\) is not square)
\[
\begin{aligned}
& \Rightarrow(P-Q)^{2}=P^{2}-Q(2 P-Q)<P^{2}-Q R=D \\
& \Rightarrow 0<P-Q<\sqrt{D} \quad(0<Q<P)
\end{aligned}
\]

Taking a low step (recall Equation (5.1)) yields
\[
\begin{array}{ll}
\Rightarrow 0<P^{\prime}<\sqrt{D} & \left(P^{\prime}=P-Q\right) \\
\Rightarrow 0<\left|D-P^{\prime 2}\right|=\left|Q^{\prime} R^{\prime}\right|<D & \left(D=P^{\prime 2}-Q^{\prime} R^{\prime}\right) \\
\Rightarrow Q^{\prime}<\sqrt{D} \text { or }\left|R^{\prime}\right|<\sqrt{D} & \\
\Rightarrow\left(Q^{\prime}, P^{\prime}\right) \text { or }\left(R^{\prime},-P^{\prime}\right) \text { is reduced } &
\end{array}
\]
(see, for example, [WW87, Thm 4.3]) .

\subsection*{5.3 Schnorr and Seysen's Algorithm}

In November 1982, Seysen wrote an unpublished manuscript entitled "An Improved Composition Algorithm." An updated paper under the same title, coauthored with Schnorr, was produced in August 1983. Since the paper is not generally available, a reproduction has been included as Appendix A. Although never published, this paper contains the essential idea of the later algorithms described in Sections 5.4 and 5.6.

The original algorithm was cast in the language of forms but we present it here in terms of ideals with minor corrections. Also, the notation and arguments of the proof have been changed to the standard notation of continued fractions. Note that the style of the proof has not changed - the authors were indeed using techniques equivalent to continued fraction theory although their notation would suggest that perhaps they were unaware of it.

Recall from Section 3.1 that multiplication of two reduced ideals \(\left(Q_{a}, P_{a}\right)\) and \(\left(Q_{b}, P_{b}\right)\) of the same discriminant yielding \((S)\left(Q_{0}, P_{0}\right)=\left(Q_{a}, P_{a}\right)\left(Q_{b}, P_{b}\right)\) requires the calculation of
\[
\begin{align*}
& \sigma S=\operatorname{gcd}\left(Q_{a}, Q_{b}, P_{a}+P_{b}\right)=X Q_{a}+Y Q_{b}+Z\left(P_{a}+P_{b}\right)  \tag{5.2}\\
& U=Y\left(P_{b}-P_{a}\right)+Z R_{b} \quad\left(\bmod Q_{a} / S\right) \\
& Q_{0}=\frac{Q_{a} Q_{b}}{\sigma S^{2}} \\
& P_{0}=\frac{Q_{b} U}{\sigma S}+P_{b}
\end{align*}
\]

By Equation (3.3) and [WW87, Thm 4.3], reducing ( \(Q_{0}, P_{0}\) ) involves finding \(e\) and \(g\) such that \(\left|Q_{r}\right|=\left|g^{2} Q_{0}+2 e g P_{0}+g^{2} R_{0}\right|<\sqrt{D}\).

Using Equations (5.2) we may derive
\[
\begin{align*}
Q_{r} & =e^{2} Q_{0}+2 e g P_{0}+g^{2} R_{0} \\
& =\frac{e^{2} Q_{a} Q_{b}}{S^{2}}+2 \frac{e g Q_{b} U}{S}+\frac{g^{2} Q_{b} U^{2}}{Q_{a}}+2 e g P_{b}+2 \frac{g^{2} S P_{b} U}{Q_{a}}+\frac{g^{2} S^{2} P_{b}^{2}}{Q_{a} Q_{b}}-\frac{g^{2} S^{2} D}{Q_{a} Q_{b}} \\
& =\frac{S}{Q_{a}}\left(\frac{Q_{b}}{S}\left(\frac{e^{2} Q_{a}^{2}}{S^{2}}+2 \frac{e g Q_{a} U}{S}+g^{2} U^{2}\right)+2 g P_{b}\left(\frac{e Q_{a}}{S}+g U\right)+g^{2} S \frac{P_{b}^{2}-D}{Q_{b}}\right) \\
& =\frac{S}{Q_{a}}\left(\frac{Q_{b}}{S}\left(e \frac{Q_{a}}{S}+g U\right)^{2}+2 g P_{b}\left(e \frac{Q_{a}}{S}+g U\right)+g^{2} S R_{b}\right) . \tag{5.3}
\end{align*}
\]

The authors recognized that \(\left(e \frac{Q_{a}}{S}+g U\right)\) is the dominant term in this equation and so decreasing its magnitude would decrease the size of \(Q_{r}\). The extended Euclidean algorithm on input of \(Q_{a} / S\) and \(U\) outputs numbers \(e\) and \(g\) such that \(\operatorname{gcd}\left(Q_{a} / S, U\right)=e\left(Q_{a} / S\right)+g U\). This is exactly the dominant term in Equation (5.3) and the GCD is the smallest possible integer value (in absolute value) it can take. De-
veloping the simple continued fraction of \(U /\left(Q_{a} / S\right)\) is essentially the same procedure and also computes the numbers \(e\) and \(g\).

To decrease the size of \(Q_{r}\), we show that we do not need to develop the entire continued fraction expansion but only a portion of it. Let \(\left[q_{0}, q_{1}, \ldots, q_{m}\right]\) be the partial quotients of the simple continued fraction expansion of the rational number \(\frac{U}{Q_{a} / S}\), define \(A_{i}\) and \(B_{i}\) as in Equation (3.10), and
\[
\begin{equation*}
C_{-2}=U, \quad C_{-1}=Q_{a} / S, \quad C_{i}=C_{i-2}-q_{i} C_{i-1} \tag{5.4}
\end{equation*}
\]

By Equation (3.12), \(A_{i} B_{i-1}-A_{i-1} B_{i}=(-1)^{i-1}\); therefore, by Proposition 3.2 (with \(\left.a \leftarrow B_{i-1}, b \leftarrow-A_{i-1}, c \leftarrow-B_{i}, d \leftarrow A_{i}\right)\), if we let \(\varepsilon=(-1)^{i-1}\), then \(\left(Q_{0}, P_{0}\right)\) is equivalent to
\[
\begin{equation*}
\left(\varepsilon\left(A_{i}^{2} Q_{0}-2 A_{i} B_{i} P_{0}+B_{i}^{2} R_{0}\right), \varepsilon\left(-A_{i-1} A_{i} Q_{0}+\left(A_{i} B_{i-1}+A_{i-1} B_{i}\right) P_{0}-B_{i-1} B_{i} R_{0}\right)\right) \tag{5.5}
\end{equation*}
\]

If we find \(r\) such that
\[
\begin{equation*}
C_{r} \leq \sqrt{\frac{Q_{a} \sqrt{D}}{Q_{b}}}<C_{r-1} \tag{5.6}
\end{equation*}
\]
and combine this with the fact that the remainders \(\left\{C_{r}\right\}\) are strictly decreasing, we obtain the following relations
\[
\begin{align*}
& B_{r} C_{r-1}+B_{r-1} C_{r}=C_{-1} \quad \text { (continued fraction theory) } \\
\Rightarrow & B_{r} C_{r}<B_{r} C_{r-1} \leq B_{r} C_{r-1}+B_{r-1} C_{r}=\frac{Q_{a}}{S} \tag{5.7}
\end{align*}
\]
\[
\begin{align*}
& \Rightarrow B_{r} \leq \frac{Q_{a} / S}{C_{r-1}}<\frac{Q_{a} / S}{\sqrt{\frac{Q_{a} \sqrt{D}}{Q_{b}}}} \\
& \Rightarrow B_{r}^{2} \leq \frac{Q_{a} Q_{b}}{S^{2} \sqrt{D}} \tag{5.8}
\end{align*}
\]
which will soon be used to place a bound on \(\left|Q_{r}\right|\) but we first require the following lemma from continued fraction theory.

Lemma 5.3. Let \(C_{-2}\) and \(C_{-1}\) be given and \(A_{i}, B_{i}\) and \(C_{i}\) defined as previously stated, then
\[
C_{i}=(-1)^{i-1}\left(A_{i} C_{-1}-B_{i} C_{-2}\right)
\]

Proof (by strong induction).
Base cases:
\[
\begin{array}{ll}
i=-2 & (-1)^{-3}\left(A_{-2} C_{-1}-B_{-2} C_{-2}\right)=-\left(-C_{-2}\right)=C_{-2} \\
i=-1 & (-1)^{-2}\left(A_{-1} C_{-1}-B_{-1} C_{-2}\right)=C_{-1}
\end{array}
\]

Induction hypothesis: Let \(k \geq 0 \in \mathbb{Z}\) be fixed and assume
\[
C_{i}=(-1)^{i-1}\left(A_{i} C_{-1}-B_{i} C_{-2}\right) \quad(-2 \leq i<k)
\]

Under this assumption, we get
\[
C_{k}=C_{k-2}-q_{k} C_{k-1}
\]
\[
\begin{aligned}
& =(-1)^{k-3}\left(A_{k-2} C_{-1}-B_{k-2} C_{-2}\right)-q_{k}(-1)^{k-2}\left(A_{k-1} C_{-1}-B_{k-1} C_{-2}\right) \\
& =(-1)^{k-1}\left(\left(A_{k-2} C_{-1}-B_{k-2} C_{-2}\right)+\left(q_{k} A_{k-1} C_{-1}-q_{k} B_{k-1} C_{-2}\right)\right) \\
& =(-1)^{k-1}\left(\left(q_{k} A_{k-1}+A_{k-2}\right) C_{-1}-\left(q_{k} B_{k-1}+B_{k-2}\right) C_{-2}\right) \\
& =(-1)^{k-1}\left(A_{k} C_{-1}-B_{k} C_{-2}\right)
\end{aligned}
\]

Applying this lemma we obtain
\[
\begin{aligned}
\left|C_{r}\right| & =\left|A_{r} C_{-1}-B_{r} C_{-2}\right| \\
& =\left|A_{r} \frac{Q_{a}}{S}-B_{r} U\right|
\end{aligned}
\]

Substituting these values into Equation (5.3) we have
\[
\begin{aligned}
\left|Q_{r}\right| & \leq\left|\frac{S}{Q_{a}}\left(\frac{Q_{b}}{S} C_{r}^{2}+2 P_{b} B_{r} C_{r}+B_{r}^{2} S R_{b}\right)\right| \\
& \leq\left|\frac{S}{Q_{a}}\left(\frac{Q_{b}}{S} \frac{Q_{a} \sqrt{D}}{Q_{b}}+2 P_{b} \frac{Q_{a}}{S}+\frac{Q_{a} Q_{b}}{S^{2} \sqrt{D}} S R_{b}\right)\right| \quad(\text { by }(5.6-5.8)) \\
& \leq\left|\sqrt{D}+2 P_{b}+\frac{Q_{b} R_{b}}{\sqrt{D}}\right| \\
& \left.<4 \sqrt{D} \quad \text { (since }\left(Q_{b}, P_{b}\right) \text { is reduced }\right) .
\end{aligned}
\]

By [WW87, Cor. 4.2.1], \(\left(Q_{r}, P_{r}\right)\) is within a few steps of being reduced. In their implementation, Schnorr and Seysen compute \(\left(Q_{0}, P_{0}\right)\) and then reduce it using Equation (5.5). The saving of this method over reducing \(\left(Q_{0}, P_{0}\right)\) classically is that the operations are simpler since we are taking the continued fraction of a rational number instead of a quadratic irrational. Also, the calculation of the values \(Q_{i}, P_{i}\), and \(R_{i}\) at each stage is traded for the calculation of \(A_{i}\) and \(B_{i}\) and so we are working with
smaller numbers. We will see later that this is essentially the idea that Atkin developed in his improvement to Shanks' algorithm except that he also found a way to compute \(\left(Q_{r}, P_{r}\right)\) directly (without first needing to compute \(\left(Q_{0}, P_{0}\right)\) ) with intermediate operands not usually exceeding \(\sqrt{D}\). Thus, this algorithm will not be implemented in the following chapter.

\subsection*{5.4 A New Algorithm For Ideal Reduction}

Recall from Section 3.3.2 that the Lagrange algorithm to reduce an ideal \(\left(Q_{0}, P_{0}\right)\) of positive discriminant is achieved through the continued fraction expansion of \(\left(P_{0}+\right.\) \(\sqrt{D}) / Q_{0}\). The sequence of ideals \(\left(Q_{i}, P_{i}\right)\) is generated by
\[
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[q_{0}, q_{1}, \ldots, q_{i}, \frac{P_{i+1}+\sqrt{D}}{Q_{i+1}}\right]
\]
where the values \(q_{i}, Q_{i+1}, P_{i+1}\) are obtained from Algorithm 3.1.
Observe that after multiplication of two reduced ideals, the values of \(P_{0}\) and \(Q_{0}\) in the resulting ideal \(\left(Q_{0}, P_{0}\right)\) typically have magnitude \(D\); hence, adding \(\sqrt{D}\) to \(P_{0}\) does not usually affect the value of the quotient obtained. That is, \(P_{0} / Q_{0} \approx\left(P_{0}+\sqrt{D}\right) / Q_{0}\). This means we may eliminate \(\sqrt{D}\) from the computations for some time. The question we ask then is, "At what point do we need to include \(\sqrt{D}\) again?" Surprisingly, we do not need to include it at all.

Suppose the partial quotients of the continued fraction expansion of \(P_{0} / Q_{0}\) are given by \(\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{m}\right]\). We embed a portion of this sequence into the continued
fraction expansion of \(\left(P_{0}+\sqrt{D}\right) / Q_{0}\) :
\[
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{r}, \frac{P_{r+1}+\sqrt{D}}{Q_{r+1}}\right] \quad(r \leq m)
\]
where the \(Q_{r+1}\) and \(P_{r+1}\) values could be computed at each step along the way, or by formulae presented later starting in Equation (5.9). Note that this was also the case in the Schnorr-Seysen algorithm except that we embedded the partial quotients of \(\frac{U}{Q_{a} / S}\) instead.

Although the quotients may differ from the "correct" expansion, each new ideal is of course still equivalent to the previous one. What we will show is that this process reduces the size of \(Q_{i}\) such that \(\left|Q_{r+1}\right|<\sqrt{D}\) for some \(r\), and further that this guarantees \(\left(Q_{r+1}, P_{r+1}\right)\) is reduced. In addition, we show that the technique used to reduce ideals of positive discriminant also reduces ideals of negative discriminant.

In the following discussion, we assume that \(Q_{0}\) is positive. This poses no problem since \(\left(Q_{0}, P_{0}\right)=\left(-Q_{0}, P_{0}\right)\).

Theorem 5.4. Given an ideal \(\left(Q_{0}, P_{0}\right)\) of positive discriminant, let \(\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{m}\right]\) be the partial quotients of the simple continued fraction expansion of \(P_{0} / Q_{0}\). Embedding these quotients into the continued fraction expansion
\[
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{r}, \frac{P_{r+1}+\sqrt{D}}{Q_{r+1}}\right]
\]
yields a reduced ideal \(\left(Q_{r+1}, P_{r+1}\right)\) for some \(r \leq m\).

Proof. This is similar to Lagrange reduction except that the quotients \(\tilde{q}_{i}\) as defined
above are used instead. Let
\[
\begin{array}{ll}
A_{-2}=0, & A_{-1}=1, \\
A_{i}=\tilde{q}_{i} A_{i-1}+A_{i-2} \\
B_{-2}=1, & B_{-1}=0,
\end{array} B_{i}=\tilde{q}_{i} B_{i-1}+B_{i-2} .
\]

Then by Equations (3.7), (3.9) and (3.11) we know
\[
\begin{align*}
& G_{i}=Q_{0} A_{i}-P_{0} B_{i} \\
& Q_{i+1}=(-1)^{i+1}\left(\frac{G_{i}^{2}-D B_{i}^{2}}{Q_{0}}\right)  \tag{5.9}\\
& P_{i+1}=(-1)^{i}\left(\frac{G_{i} G_{i-1}-D B_{i} B_{i-1}}{Q_{0}}\right)=\frac{G_{i}-Q_{i+1} B_{i-1}}{B_{i}}
\end{align*}
\]
and so \(\left|Q_{r+1}\right|<\max \left(\frac{G_{r}^{2}}{Q_{0}}, \frac{D B_{r}^{2}}{Q_{0}}\right)\). We want to show that each of these components is less than \(\sqrt{D}\) for a suitable choice of \(r\).

From continued fraction theory we know that \(A_{i} / B_{i}\) approximates \(P_{0} / Q_{0}\). In particular, we have the bound (see [Ros00, Cor. 12.3])
\[
\begin{align*}
& \left|\frac{A_{i}}{B_{i}}-\frac{P_{0}}{Q_{0}}\right|<\frac{1}{B_{i} B_{i+1}} \\
\Rightarrow & \left|\frac{Q_{0} A_{i}-P_{0} B_{i}}{Q_{0} B_{i}}\right|<\frac{1}{B_{i} B_{i+1}} \\
\Rightarrow & \left|G_{i}\right|<\frac{Q_{0}}{B_{i+1}} \\
\Rightarrow & G_{i}^{2}<\frac{Q_{0}^{2}}{B_{i+1}^{2}} \tag{5.10}
\end{align*}
\]

Since \(Q_{0}\) is positive, each \(\tilde{q}_{i}>0\) for \(i \geq 1\) ( \(\tilde{q}_{0}\) might be 0 or negative) and the sequence
\(\left\{B_{i}\right\}\) is strictly increasing for \(i \geq-1\); therefore, at some point we obtain \(r\) such that
\[
\begin{equation*}
B_{r}<\frac{\sqrt{Q_{0}}}{\sqrt[4]{D}}<B_{r+1} \tag{5.11}
\end{equation*}
\]

This bound, along with Equation (5.10) gives
\[
\frac{G_{r}^{2}}{Q_{0}}<\frac{Q_{0}}{B_{r+1}^{2}}<\frac{Q_{0}}{\left(\frac{\sqrt{Q_{0}}}{\sqrt[4]{D}}\right)^{2}}=\sqrt{D}
\]
and
\[
\frac{D B_{r}^{2}}{Q_{0}}<\frac{D\left(\frac{\sqrt{Q_{0}}}{\sqrt[4]{D}}\right)^{2}}{Q_{0}}=\sqrt{D}
\]

Therefore \(\left|Q_{r+1}\right|<\sqrt{D}\) and so \(\left(Q_{r+1}, P_{r+1}\right)\) is reduced by [WW87, Thm 4.3].
The proof and algorithm are readily adapted to the case of ideals of negative discriminant. Here, we do not have the concept of embedding the quotients into a continued fraction expansion but the proof did not depend on this intuition. We replace \(D\) by \(|D|\) throughout the proof and so we have
\[
\begin{aligned}
& Q_{r+1}=(-1)^{r+1}\left(\frac{G_{r}^{2}-D B_{r}^{2}}{Q_{0}}\right)=(-1)^{r+1}\left(\frac{G_{r}^{2}+|D| B_{r}^{2}}{Q_{0}}\right) \\
& \Rightarrow\left|Q_{r+1}\right|=\left|\frac{G_{r}^{2}+|D| B_{r}^{2}}{Q_{0}}\right|<\sqrt{|D|}+\sqrt{|D|}=2 \sqrt{|D|} .
\end{aligned}
\]

By [Coh93, Prop 5.4.3], \(\left(Q_{r+1}, P_{r+1}\right)\) is reduced within 3 steps of Algorithm 3.8. The algorithm is presented in terms of ideals as Algorithm 5.8, and in terms of
matrices as Algorithm 5.9. We include the matrix version of the algorithm to unify the presentation of the algorithms in this thesis, facilitate the integration of this method into other reduction methods, and provide an algorithm which may easily be adapted to binary quadratic forms.
```

Algorithm 5.8 Efficient Ideal Reduction (Ideal)
Input: $\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right), D$, where $Q_{0}, P_{0}>0$
Output: Ideal $\mathfrak{a}_{i+1}$ and $\Psi_{i+1}$ such that $\mathfrak{a}_{i+1}=\left(\Psi_{i+1}\right) \mathfrak{a}_{0}$. If $D>0, \mathfrak{a}_{i+1}$ is reduced, if
$D<0, \mathfrak{a}_{i+1}$ is within 3 steps of being reduced.

```
```

    [ Initialization]
    ```
    [ Initialization]
    \(i \leftarrow-2\)
    \(i \leftarrow-2\)
    \(A_{-2} \leftarrow 0, A_{-1} \leftarrow 1, B_{-2} \leftarrow 1, B_{-1} \leftarrow 0\)
    \(A_{-2} \leftarrow 0, A_{-1} \leftarrow 1, B_{-2} \leftarrow 1, B_{-1} \leftarrow 0\)
    \(C_{-2} \leftarrow P_{0}, C_{-1} \leftarrow Q_{0}\)
    \(C_{-2} \leftarrow P_{0}, C_{-1} \leftarrow Q_{0}\)
    [ Continued fraction expansion of \(P_{0} / Q_{0}\) ]
    while \(B_{i+1}<\frac{\sqrt{Q_{0}}}{\sqrt[4]{|D|}}\) do
        \(i \leftarrow i+1\)
        \(q_{i+1} \leftarrow\left\lfloor C_{i-1} / C_{i}\right\rfloor, C_{i+1} \leftarrow C_{i-1}-q_{i+1} C_{i}\)
        \(A_{i+1} \leftarrow q_{i+1} A_{i}+A_{i-1}, B_{i+1} \leftarrow q_{i+1} B_{i}+B_{i-1}\)
    [ Compute \(\Psi_{i+1}\) and \(\mathfrak{a}_{i+1}\) ]
    \(\Psi_{i+1} \leftarrow(-1)^{i+1}\left(A_{i}-B_{i} \bar{\alpha}_{0}\right)\)
    \(\mathfrak{a}_{i+1} \leftarrow\left(\Psi_{i+1}\right) \mathfrak{a}_{0}\)
    return \(\mathfrak{a}_{i+1}, \Psi_{i+1}\)
```

Algorithm 5.9 Efficient Ideal Reduction (Matrix)
Input: $\mathfrak{A}_{0}=\left(\begin{array}{ll}Q_{0} & P_{0} \\ P_{0} & R_{0}\end{array}\right), D$
Output: $\mathfrak{A}_{i+1}, N$ such that $\mathfrak{A}_{i+1}=\phi_{N}\left(\mathfrak{A}_{0}\right)$. If $D>0,\left(Q_{i+1}, P_{i+1}\right)$ is reduced, if $D<0,\left(Q_{i+1}, P_{i+1}\right)$ is within 3 steps of being reduced.

> [ Initialization ]
> $i \leftarrow-2$
> $N \leftarrow I_{2}$
> $\left(C_{-2}, C_{-1}\right) \leftarrow\left(P_{0}, Q_{0}\right)$
[ Continued fraction expansion of $P_{0} / Q_{0}$ ]
while $\left|N_{2,1}\right|<\frac{\sqrt{Q_{0}}}{\sqrt[4]{|D|}}$ do

$$
i \leftarrow i+1
$$

$$
q_{i+1} \leftarrow\left\lfloor C_{i-1} / C_{i}\right\rfloor, C_{i+1} \leftarrow C_{i-1}-q_{i+1} C_{i}
$$

$$
N \leftarrow N\left(\begin{array}{cc}
q_{i+1} & -1 \\
-1 & 0
\end{array}\right)
$$

[ Compute $\mathfrak{A}_{i+1}$ ]
$N \leftarrow N\left(\begin{array}{cc}q_{i+1} & -1 \\ -1 & 0\end{array}\right)^{-1} \quad$ \{Backup one step $\}$
$\mathfrak{A}_{i+1} \leftarrow \phi_{N}\left(\mathfrak{A}_{0}\right)$
return $\mathfrak{A}_{i+1}, N$

### 5.5 Shanks' Algorithm - NUCOMP

In 1978, Shanks first published some thoughts on what he called the "Magic Matrix" with further details added at a conference in 1988 [Sha78, Sha89]. He published this work in terms of binary quadratic forms of negative discriminant; however, we have translated it here into the language of ideals. The matrix allows one to compute a reduced ideal equivalent to the product of two ideals without actually computing the unreduced product. Recall that the parameters of a reduced ideal are approximately the same size as $\sqrt{D}$ and the parameters of the product of two reduced ideals are approximately the same size as $D$. The matrix has the innovative feature that it encapsulates all of the information about the two ideals being multiplied as well as their product, without actually requiring the computations relating to the multiplication. This allows us to compute with numbers which are only as large as $\sqrt{D}$ and avoid computing with numbers as large as $D$. Shanks' motivation in developing this algorithm was that he was limited on his programmable calculator to computing with 10 significant digits. As we will see, this algorithm allowed him to work with binary quadratic forms whose discriminant was twice that size.

We will multiply two reduced ideals $\mathfrak{a}_{0}^{\prime}=\left(Q_{0}^{\prime}, P_{0}^{\prime}\right)$ and $\mathfrak{a}_{0}^{\prime \prime}=\left(Q_{0}^{\prime \prime}, P_{0}^{\prime \prime}\right)$ and obtain a product that is within a few steps of being reduced. Rather than computing the unreduced product $\left(Q_{0}, P_{0}\right)$ and then reducing it, we find ideals $\mathfrak{a}_{r}^{\prime}=\left(Q_{r}^{\prime}, P_{r}^{\prime}\right)$ and $\mathfrak{a}_{r}^{\prime \prime}=\left(Q_{r}^{\prime \prime}, P_{r}^{\prime \prime}\right)$ equivalent to $\mathfrak{a}_{0}^{\prime}$ and $\mathfrak{a}_{0}^{\prime \prime}$ (respectively) that have the property that when they are multiplied, we obtain an ideal $\left(Q_{r}, P_{r}\right)$ that is within a few steps of being reduced. The advantage of this method is that we work with numbers of magnitude $O(\sqrt{D})$ rather than $O(D)$.

Let $\sigma S=\operatorname{gcd}\left(Q_{0}^{\prime}, Q_{0}^{\prime \prime}, P_{0}^{\prime}+P_{0}^{\prime \prime}\right)$ and assemble the magic matrix as follows:

$$
\left(\begin{array}{cccc}
\frac{Q_{0}^{\prime}}{\sigma S} & \frac{Q_{0}^{\prime \prime}}{\sigma S} & \frac{P_{0}^{\prime}+P_{0}^{\prime \prime}}{\sigma S} & 0 \\
U & V & W & S
\end{array}\right)
$$

We compute $U, V, W$ by solving the following equations:

$$
\begin{align*}
& \frac{Q_{0}^{\prime}}{\sigma S} V-\frac{Q_{0}^{\prime \prime}}{\sigma S} U=\frac{P_{0}^{\prime \prime}-P_{0}^{\prime}}{\sigma}  \tag{5.12}\\
& \frac{Q_{0}^{\prime \prime}}{\sigma S} W-\frac{P_{0}^{\prime}+P_{0}^{\prime \prime}}{\sigma S} V=\frac{R_{0}^{\prime}}{\sigma} \\
& \frac{Q_{0}^{\prime}}{\sigma S} W-\frac{P_{0}^{\prime}+P_{0}^{\prime \prime}}{\sigma S} U=\frac{R_{0}^{\prime \prime}}{\sigma}
\end{align*}
$$

In Figure 5.1 we relabel the entries of the matrix so that the follow-up is a bit simpler.
Let $S_{i}=P_{i}^{\prime}+P_{i}^{\prime \prime}$ and $M_{i}=P_{i}^{\prime \prime}-P_{i}^{\prime}$.

Figure 5.1: Magic Matrix

What the figure indicates is that as we move from the initial ideals $\mathfrak{a}_{0}^{\prime}$ and $\mathfrak{a}_{0}^{\prime \prime}$ to $\mathfrak{a}_{r}^{\prime}$ and $\mathfrak{a}_{r}^{\prime \prime}$, we may easily compute the parameters of the intermediate ideals. To calculate $Q_{i}^{\prime}$ of $\mathfrak{a}_{i}^{\prime}$, compute the determinant of the $2 \times 2$ matrix formed from the first and fourth columns. To calculate $Q_{i}^{\prime \prime}$ of $\mathfrak{a}_{i}^{\prime \prime}$, compute the determinant of the matrix
formed from the second and fourth columns and so on. It is not necessary, but in this manner it is possible to compute the two ideals $\mathfrak{a}_{i}^{\prime}$ and $\mathfrak{a}_{i}^{\prime \prime}$ that are being multiplied to obtain the product $\mathfrak{a}_{i}^{\prime} \mathfrak{a}_{i}^{\prime \prime}=(S)\left(Q_{i}, P_{i}\right)$ given by following equations:

$$
\begin{align*}
& \frac{Q_{i}}{\sigma}=a_{i-1} b_{i-1}+c_{i-1} d_{i-1}  \tag{5.13}\\
& \frac{2 P_{i}}{\sigma}=a_{i-1} b_{i}+a_{i} b_{i-1}+c_{i-1} d_{i}+c_{i} d_{i-1} \\
& \frac{R_{i}}{\sigma}=a_{i} b_{i}+c_{i} d_{i}
\end{align*}
$$

To compute Row $_{i+1}$ from rows Row $_{i}$ and Row $_{i-1}$, Shanks' idea was to compute an approximation to $P_{i}$ and $R_{i}$ using only single precision floating point arithmetic and then with Equation (3.14) in mind, compute $q_{i}$ such that $-R_{i}<q_{i} R_{i}-P_{i} \leq R_{i}$. He then calculated the next row of the matrix by computing

$$
\operatorname{Row}_{i+1}=\operatorname{Row}_{i-1}-q_{i} \operatorname{Row}_{i} .
$$

The process terminates once $q_{i}=0$. The product ideal is determined according to Equations (5.13) and we have an ideal that is almost reduced.

NUCOMP works with numbers approximately half the size of classical algorithms but due to the many extra computations required, its time efficiency is not significantly better. At each step, approximations are taken to $P_{i}$ and $R_{i}$ that require a combined six multiplications and four additions. After that, four multi-precision multiplications and subtractions in the $\operatorname{Row}_{i+1}=\operatorname{Row}_{i-1}-q_{i}$ Row $_{i}$ computation are required.

Shanks' aim was not faster computations; his concern was that he be able to
work with forms of larger discriminant on his programmable calculator. Since the parameters of the forms did not exceed $\sqrt{\Delta}$ when using NUCOMP, he could compute with forms whose discriminant length was 20 digits long rather than the maximum 10 digit discriminant he would be limited to if the calculation of the unreduced product was required. The stage was set for others to build on this work and improve the time efficiency.

### 5.6 Improvements to NUCOMP

Upon reading Shanks' algorithm, Atkin [Atk] found some key improvements. He realized that rather than computing quotients from approximations of $P_{i}$ and $R_{i}$, all that was really required was to perform a Euclidean division on the first column of the matrix until it was less than $\sqrt[4]{\Delta / 4}$. This allowed him to take advantage of Lehmer's GCD algorithm, something that was not possible with Shanks' method, and also provided an earlier stopping point since Shanks continued until the $q_{i}$ calculated was 0 . Using the labelling from Figure 5.1, we compute $q_{i}$ and $a_{i+1}$ such that $a_{i-1}=q_{i} a_{i}+a_{i+1}$ with $0 \leq a_{i+1}<\left|a_{i}\right|$. We then update column 4 by setting $d_{i+1}=d_{i-1}-q_{i} d_{i}$. We don't calculate the second and third columns as we go along but once we arrive at an $a_{i+1}$ small enough, we calculate the values $b_{i-1}, b_{i}, c_{i-1}, c_{i}$ using $a_{i-1}, a_{i}, d_{i-1}, d_{i}$. This is a huge savings since we don't need to compute an approximation to $P_{i}$ and $R_{i}$ each time, nor do we compute the middle two columns. Cohen improved on the computational efficiency of Atkin's formulas in [Coh93] and the algorithm was implemented and analysed for quadratic forms of negative discriminant by Düllmann in [BDW90].

To apply this algorithm to ideals of positive discriminant, it is again important to keep track of the relative generator so that a unique reduced ideal can be computed. In [vdP03], van der Poorten noticed that the distances between ideals could be worked out using Atkin's variant of the NUCOMP algorithm with very little additional effort. The technique used was similar to the method outlined in Section 3.2.2. In this case, we keep track of the standard $\left\{B_{i}\right\}$ convergents and use these to compute the relative generator. In fact, the $\left\{B_{i}\right\}$ become the fourth column in the magic matrix. This work was implemented with Jacobson in [JvdP02] in the language of quadratic forms. ${ }^{2}$

Recently, Jacobson, Scheidler and Williams have worked to bring all of these ideas together in the language of ideals [JSW]. ${ }^{3}$ To simultaneously multiply and reduce two reduced ideals $\left(Q_{a}, P_{a}\right)$ and $\left(Q_{b}, P_{b}\right)$, we compute $S, X, Y, Z$ such that $\sigma S=\operatorname{gcd}\left(Q_{a}, Q_{b}, P_{a}+P_{b}\right)=X Q_{a}+Y Q_{b}+Z\left(P_{a}+P_{b}\right)$. Then compute $U=Y\left(P_{b}-\right.$ $\left.P_{a}\right)+Z R_{b}\left(\bmod Q_{a} / S\right)$. To complete the multiplication we would set $Q_{0}=\frac{Q_{a} Q_{b}}{\sigma S^{2}}$ and $P_{0}=\frac{Q_{b} U}{\sigma S}+P_{b}$; however, we don't want do this just yet. If we actually performed this multiplication, $Q_{0}$ and $P_{0}$ would have magnitude $D$ and then we would need to reduce them to magnitude $\sqrt{D}$. What we want to do instead is work with numbers whose magnitude is less than $\sqrt{D}$.

Instead of multiplying and then using the continued fraction expansion of ( $P_{0}+$ $\sqrt{D}) / Q_{0}$ to reduce the ideal, we find an approximation using the smaller terms that

[^1]we know:
\[

$$
\begin{aligned}
& \frac{P_{0}+\sqrt{D}}{Q_{0}} \\
= & \frac{P_{b}+\frac{U Q_{b}}{\sigma S}+\sqrt{D}}{Q_{0}} \\
= & \frac{P_{b}+\sqrt{D}}{Q_{0}}+\frac{\frac{U Q_{b}}{\sigma S}}{\frac{Q_{a} Q_{b}}{\sigma S^{2}}} \\
= & \frac{P_{b}+\sqrt{D}}{Q_{0}}+\frac{U}{Q_{a} / S} .
\end{aligned}
$$
\]

Now notice that

$$
\frac{P_{b}+\sqrt{D}}{Q_{0}} \approx \frac{2 \sqrt{D}}{D}=\frac{2}{\sqrt{D}}
$$

while

$$
\frac{U}{Q_{a} / S} \approx \frac{\sqrt{D}}{\sqrt{D}}=1
$$

so $\left(P_{0}+\sqrt{D}\right) / Q_{0}$ may be approximated by $U /\left(Q_{a} / S\right)$ since $\frac{P_{b}+\sqrt{D}}{Q_{0}}$ has little effect on the result. Reminiscent of Sections 5.3 and 5.4 , let $\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{m}\right]$ be the partial quotients of the simple continued fraction expansion of $\frac{U}{Q_{a} / S}$. Embedding these quotients into the continued fraction expansion

$$
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{r}, \frac{P_{r+1}+\sqrt{D}}{Q_{r+1}}\right]
$$

yields a sequence of equivalent ideals. Jacobson, Scheidler and Williams show that if we use initial values

$$
\begin{array}{ll}
a_{-1}=\frac{Q_{a}}{S} & a_{0}=U \\
b_{-1}=\frac{Q_{b}}{\sigma S} & b_{0}=\frac{1}{a_{-1}}\left(b_{-1} U+\left(P_{b}-P_{a}\right)\right) \\
c_{-1}=P_{a}+P_{b} & c_{0}=\frac{1}{a_{-1}}\left(c_{-1} U+\sigma S R_{b}\right) \\
d_{-1}=0 & d_{0}=1
\end{array}
$$

and calculate the continued fraction expansion of $a_{-1} / a_{0}$ while also updating the $d_{i}$, then at any point we may compute

$$
\begin{gathered}
b_{j}=\frac{1}{a_{-1}}\left(a_{j} b_{-1}+d_{j}\left(P_{b}-P_{a}\right)\right), \\
c_{j}=\frac{1}{a_{-1}}\left(a_{j} c_{-1}+\sigma d_{j} S R_{b}\right) .
\end{gathered}
$$

Putting this in the context of Shanks' Magic Matrix, we have the following initial entries:

$$
\left(\begin{array}{cccc}
Q_{a} / S & Q_{b} / \sigma S & P_{a}+P_{b} & 0 \\
U & b_{0} & c_{0} & 1
\end{array}\right)
$$

We may compute the product $\left(Q_{i}, P_{i}\right)$ with the following formulas (note the improved formula for $P_{i+1}$ - compare with (5.13)):

$$
\begin{aligned}
& Q_{i+1}=(-1)^{i+1}\left(a_{i} b_{i}+c_{i} d_{i}\right) \\
& P_{i+1}=(-1)^{i+1}\left(a_{i-1} b_{i}+c_{i-1} d_{i}\right)+P_{b}
\end{aligned}
$$

Due to the amalgamation of multiplication and reduction, presenting a theoretical version of the algorithm in terms of matrices or ideals would serve to confuse rather than enlighten the reader. For this reason, we give a basic implementation version of Jacobson-Scheidler-Williams NUCOMP as Algorithm 5.10 and a complete implementation is presented in the following chapter.

The version presented here contains improvements relating to the relative generator computation. To see that the new relative generator calculation is correct, observe that the NUCOMP reduction loop embeds partial quotients $\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{i}\right.$ ] (for some i) into the continued fraction expansion

$$
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{i}, \frac{P_{i+1}+\sqrt{D}}{Q_{i+1}}\right]
$$

and the Lagrange reduction loop embeds partial quotients $\left[q_{i+1}, q_{i+2}, \ldots, q_{i+j}\right.$ ] (for some $j$ ) into the continued fraction expansion

$$
\frac{P_{i+1}+\sqrt{D}}{Q_{i+1}}=\left[q_{i+1}, q_{i+2}, \ldots, q_{i+j}, \frac{P_{i+j+1}+\sqrt{D}}{Q_{i+j+1}}\right] .
$$

Combining these two we obtain,

$$
\frac{P_{0}+\sqrt{D}}{Q_{0}}=\left[\tilde{q}_{0}, \tilde{q}_{1}, \ldots, \tilde{q}_{i}, q_{i+1}, q_{i+2}, \ldots, q_{i+j}, \frac{P_{i+j+1}+\sqrt{D}}{Q_{i+j+1}}\right]
$$

Hence, we may view these two reduction loops as a single loop for the purpose of computing the relative generator. Algorithm 3.4 tells us that all that is required to
compute the relative generator is the sequence $\left\{B_{i}\right\}$. Specifically, the formula is

$$
\left(Q_{0}, P_{0}\right)=\left(B_{i+j-1}+B_{i+j}\left(\frac{P_{i+j+1}-\sqrt{D}}{Q_{i+j+1}}\right)\right)\left(Q_{i+j+1}, P_{i+j+1}\right)
$$

The $\left\{B_{i}\right\}$ computed in Algorithm 3.4 are in fact the absolute values of the $\left\{d_{i}\right\}$ computed in the NUCOMP algorithm. The advantages of computing the relative generator in this new manner are:

1. The calculations of $G$ and $G^{\prime}$ are not required.
2. Storing the $q_{i}$ in the Lagrange reduction loop is not required.
3. Computing the sequence $\left\{T_{i}\right\}$ is traded for computing the extra $\left\{B_{i}\right\}$ whose magnitude is much smaller.

### 5.7 Complexity

There has been surprisingly little study done to provide insight into the time and space complexity of reduction algorithms. The most complete study the author is aware of was done by Biehl and Buchmann in [BB97]. Here they improve upon Lagarias's proof in [Lag80] that classical reduction is bounded by $O(n(M(n))$ where $n$ in our case can be considered to be the bit length of the discriminant and $M(n)$ is the time required to multiply two n-bit integers. Classical multiplication algorithms have running time $O\left(n^{2}\right)$ and Schönhage's multiplication algorithm is asymptotically better with running time $O(n \log n \log \log n)$. Hence, reduction may be performed in time $O\left(n^{3}\right)$ using classical multiplication and $O\left(n^{2} \log n \log \log n\right)$ using Schönhage's multiplication algorithm.

```
Algorithm 5.10 Jacobson-Scheidler-Williams NUCOMP (Basic)
Input: Two reduced ideals ( \(Q_{a}, P_{a}\) ) and ( \(Q_{b}, P_{b}\) ) and also \(D\)
Output: A reduced product \((Q, P)\) and relative generator \(\Psi\) where
\((\Psi)\left(Q_{a}, P_{a}\right)\left(Q_{b}, P_{b}\right)=(Q, P)\)
    [ Initialization]
    Find \(S, X, Y, Z\) so \(\sigma S=\operatorname{gcd}\left(Q_{a}, Q_{b}, P_{a}+P_{b}\right)=X Q_{a}+Y Q_{b}+Z\left(P_{a}+P_{b}\right)\)
    \(R_{b} \leftarrow\left(P_{b}^{2}-D\right) / Q_{b}\)
    \(U \leftarrow Y\left(P_{b}-P_{a}\right)-Z R_{b}\left(\bmod Q_{a} / S\right), \quad\left(\right.\) with \(\left.0 \leq U<Q_{a} / S\right)\)
    \(a_{-1} \leftarrow Q_{a} / S, a_{0} \leftarrow U\)
    \(d_{-1}=0, d_{0} \leftarrow 1 \quad\) (Note: \(\left\{\left|d_{i}\right|\right\}\) are the usual convergents \(\left\{B_{i}\right\}\) )
    \(i \leftarrow 0\)
    [ Continued fraction expansion of \(U /\left(Q_{a} / S\right)\) ]
    while \(a_{i}>\sqrt[4]{D}\) do
        \(i \leftarrow i+1\)
        \(q_{i} \leftarrow\left\lfloor a_{i-2} / a_{i-1}\right\rfloor, a_{i} \leftarrow a_{i-2}-q_{i} a_{i-1}\)
        \(d_{i} \leftarrow d_{i-2}-q_{i} d_{i-1}\)
    [ Compute \(\left(Q_{i+1}, P_{i+1}\right)\) ]
    \(b_{i} \leftarrow \frac{1}{a_{-1}}\left(a_{i} \frac{Q_{b}}{\sigma S}+d_{i}\left(P_{b}-P_{a}\right)\right)\)
    \(c_{i} \leftarrow \frac{1}{a_{-1}}\left(a_{i}\left(P_{a}+P_{b}\right)+\sigma d_{i} S R_{b}\right)\)
    \(c_{i-1} \leftarrow \frac{1}{a_{-1}}\left(a_{i-1}\left(P_{a}+P_{b}\right)+\sigma d_{i-1} S R_{b}\right)\)
    \(Q_{i+1} \leftarrow(-1)^{i+1}\left(a_{i} b_{i}+c_{i} d_{i}\right)\)
    \(P_{i+1} \leftarrow(-1)^{i+1}\left(a_{i-1} b_{i}+c_{i-1} d_{i}\right)+P_{b}\)
    [ Final Lagrange Reduction Steps ]
    \((Q, P), \Psi \leftarrow\) Algorithm \(3.4\left(Q_{i+1}, P_{i+1}\right)\) where \(B_{-2} \leftarrow\left|d_{i-1}\right|\) and \(B_{-1} \leftarrow\left|d_{i}\right|\)
    return \((Q, P), \Psi\)
```

Biehl and Buchmann improve the combination of classical reduction with classical multiplication to $O\left(n^{2}\right)$. The proof uses the same idea as the well-known proof that the Euclidean GCD of two numbers may be computed in $O\left(n^{2}\right)$. That is, a more careful analysis is possible since the size of the parameters decrease as the reduction
progresses.
Schönhage shows in [Sch91] that his reduction algorithm takes time $O(\log n M(n))$ and so using Schönhage multiplication, his reduction is bounded by $O\left(n(\log n)^{2} \log \log n\right)$. Unfortunately, the results we have are of little value in the cases of Schönhage reduction with classical multiplication and classical reduction with Schönhage multiplication. This information is reflected in the following table.

| Algorithm | Classical Reduction | Schönhage Reduction |
| :--- | :---: | :---: |
| Classical Multiplication | $O\left(n^{2}\right)$ | $O\left(n^{2} \log n\right)$ |
| Schönhage Multiplication | $O\left(n^{2} \log n \log \log n\right)$ | $O\left(n(\log n)^{2} \log \log n\right)$ |

Table 5.1: Known Reduction Algorithm Complexity Results

It would be highly desirable to know if Schönhage reduction could be proved to be better than $O\left(n^{2}\right)$ using classical multiplication. Similarly, we are interested to know how tight the bound on classical reduction with Schönhage's multiplication could be shown to be.

## Chapter 6

## Implementation and Timings

### 6.1 General Principles

In this chapter we give fit for implementation versions of the algorithms introduced in the previous chapter. We also compare most of the algorithms and present timings for various sizes of discriminant. We have not implemented the Schnorr-Seysen algorithm because it is nearly identical to JSW-NUCOMP but will clearly be slower since it requires the computation of the unreduced product. Also, Shanks' original NUCOMP has not been implemented because it is already known to be slower than JSW-NUCOMP.

The algorithms are presented here as pseudo-code and tested using a full C implementation. We start with some general principles that apply to all of the algorithms and should be considered by anyone implementing them.

- Multi-precision floating point operations should be avoided as they are very costly in terms of computation time. Instead, adapt any such calculations to
use integer arithmetic. For example, the floor of a rational number should not be computed using floating point operations but instead using an integer function in the programming language that performs this operation on input of the numerator and denominator of the rational number.
- If the computer hardware represents numbers in binary, multiplications or divisions by $2^{k}$ for $k \in \mathbb{Z}$ should be implemented using bit shifts.
- With packages such as the GNU multi-precision library (GMP), a specific function exists for exact integer divisions. This function should be used whenever possible; for example, the computation of $R=\left(P^{2}-D\right) / Q$ is an exact division.
- Variables are listed with subscripts but these are only included for elucidation and the programmer must take care to carry only as many variables as is necessary.
- The computation $(-1)^{i}$ should not be computed directly. If the computation of $i$ is necessary, then examining the least significant bit will indicate whether $i$ is even or odd and $(-1)^{i}$ is determined with this information. If $i$ is not required, track the value of $(-1)^{i}$ via a sign variable.
- If algorithms require the value $R_{0}$ for efficiency, this is computed in the initialization section and updated along with the $Q_{i}$ and $P_{i}$ values throughout. In practice, the programmer should determine if it is beneficial to carry this value between procedures and adjust the algorithms appropriately. In our case of key exchange, there are frequent multiplications and the $R$ value is required for only one of the two ideals in the formulas. Since there is no benefit to computing $R$
in the algorithm that determines the near reduced ideal, we do not compute $R$ in that algorithm since we would be computing it twice as often as we need to.
- These algorithms assume a fixed field $\mathbb{Q}(\sqrt{D})$; therefore, $D,\lfloor\sqrt{D}\rfloor$ and $\lfloor\sqrt[4]{D}\rfloor$ should be precomputed and available globally to avoid computing this value in each function that requires it.
- When performing calculations involving a multi-precision number and a singleprecision number, utilize functions specifically designed for this purpose whenever they are available.
- Statements such as

$$
q \leftarrow\left\lfloor\frac{b}{a}\right\rfloor, r \leftarrow b-q a
$$

can usually be implemented with commands that return both the quotient and remainder simultaneously. This applies to both single and multi-precision operands.

- Operations with multi-precision variables should take advantage of pointers if they are available. In particular, passing multi-precision variables by value to and from functions should be avoided.

For each individual reduction, the integer coefficients of the relative generator $\Psi$ are manageable; however, the number of reductions involved in computations such as a key exchange soon cause them to grow out of control. As we mentioned in Chapter 4, an exact representation cannot be used because the integer coefficients grow so large they are simply impossible to store. In the C implementation of these
algorithms we have used the $(f, p)$ representation of ideals presented in [JSW] to obtain an approximation to $\Psi$. For fixed $p \in \mathbb{N}, 2^{k} d / 2^{p}$ is an approximation to $\Psi$ such that

$$
\left|\frac{2^{p} \Psi}{2^{k} d}-1\right|<\frac{f}{2^{p}}
$$

where $d, f \in \mathbb{N}, k \in \mathbb{Z}, 2^{p}<d \leq 2^{p+1}$, and $1 \leq f<2^{p}$. That is,

$$
\frac{2^{k} d}{2^{p}}\left(1-\frac{f}{2^{p}}\right)<\Psi<\frac{2^{k} d}{2^{p}}\left(1+\frac{f}{2^{p}}\right) .
$$

A full explanation of $(f, p)$ representations and an analysis of appropriate choices for $p$ may be found in [JSW01] and [JSW]. The $\Psi$ values returned by these algorithms are shown as exact values. When programming, an approximation such as that just described would need to be used.

### 6.2 Lehmer's Extended GCD Algorithm

Recall from Section 5.1 that Lehmer had a method of speeding up GCD computations. Many of the following algorithms use his idea of taking a single-precision approximation to a multi-precision number, performing computations with the approximation, and then applying a catch-up to the multi-precision number based on the work done on the approximation.

When computing the GCD, Lehmer provides a test which determines when the single-precision steps no longer yield the correct quotients. In [Jeb95], Jebelean simplified the condition tested and it is this improved version that is presented as Algo-
rithm 6.1. For a full discussion of Lehmer's algorithm and Jebelean's condition we refer the reader to Sorenson's analysis given in [Sor95].

Often in our algorithms the GCD is not actually required and it is desirable to exit the GCD algorithm early. If it is sufficient to find numbers $A_{j}$ and $B_{j}$ such that $A_{j} C_{-1}+B_{j} C_{-2} \leq M$ for some $M \geq \operatorname{gcd}\left(C_{-2}, C_{-1}\right)$, then the condition while $C_{j-1}>0$ at the first step in the main loop may simply be replaced with the condition while $C_{j-2}>M$.

Computing the continued fraction expansion of a rational number involves the same procedure as computing the GCD of the numerator and denominator of that number. Whenever an algorithm requires the GCD of two multi-precision numbers or the continued fraction expansion of a multi-precision rational number, Lehmer's GCD algorithm should be used. Substitiuting Lehmer's algorithm into the appropriate places is straight-forward and so we have not explicitly included it in the following algorithms to avoid unnecessary clutter.

```
Algorithm 6.1 Lehmer's Extended GCD (with Jebelean's condition)
Input: Non-negative integers \(C_{-2}\) and \(C_{-1}\) with \(C_{-2} \geq C_{-1}\)
Output: \(\left(A_{j-1}, B_{j-1}, G\right)\) such that \(A_{j-1} C_{-1}+B_{j-1} C_{-2}=G=\operatorname{gcd}\left(C_{-2}, C_{-1}\right)\)
Note: The variables \(A_{j}\) and \(B_{j}\) correspond in absolute value to the standard sequence from the continued fraction expansion of \(C_{-2} / C_{-1}\).
```

[ Initialization]

```
\(A_{-2} \leftarrow 0, A_{-1} \leftarrow 1, B_{-2} \leftarrow 1, B_{-1} \leftarrow 0\)
\(i \leftarrow 0, j \leftarrow 0\)
    [ Main loop ]
    while \(C_{j-1}>0\) do
    \(k \leftarrow \max \left(\left\lfloor\log _{2} C_{j-2}\right\rfloor+1-(\right.\) word size \(\left.), 0\right)\)
    \(r_{-2} \leftarrow\left\lfloor C_{j-2} / 2^{k}\right\rfloor, r_{-1} \leftarrow\left\lfloor C_{j-1} / 2^{k}\right\rfloor\)
    \(a_{-2} \leftarrow 0, a_{-1} \leftarrow 1, b_{-2} \leftarrow 1, b_{-1} \leftarrow 0\)
```

    [ Euclidean step ]
    while \(r_{i-1}>0\) do \{Exit is usually at Jebelean's condition\}
        \(q_{i} \leftarrow\left\lfloor r_{i-2} / r_{i-1}\right\rfloor, r_{i} \leftarrow r_{i-2}-q_{i} r_{i-1}\)
        \(a_{i} \leftarrow a_{i-2}-q_{i} a_{i-1}, b_{i} \leftarrow b_{i-2}-q_{i} b_{i-1}\)
        [Jebelean's condition]
        if \(i\) is even then
            if \(\left(r_{i}<-a_{i}\right)\) or \(\left(r_{i-1}-r_{i}<b_{i}-b_{i-1}\right)\) then break
            else
            if \(\left(r_{i}<-b_{i}\right)\) or \(\left(r_{i-1}-r_{i}<a_{i}-a_{i-1}\right)\) then break
        \(i \leftarrow i+1\)
    [ Multi-precision step]
    if \(i=0\) then \(\{\) No correct single-precision steps \(\}\)
        \(Q \leftarrow\left\lfloor C_{j-2} / C_{j-1}\right\rfloor, C_{j} \leftarrow C_{j-2}-Q C_{j-1}\)
        \(A_{j} \leftarrow A_{j-2}-Q A_{j-1}, B_{j} \leftarrow B_{j-2}-Q B_{j-1}\)
    else
        \(C_{j+i-1} \leftarrow a_{i-2} C_{j-1}+b_{i-2} C_{j-2}, C_{j+i} \leftarrow a_{i-1} C_{j-1}+b_{i-1} C_{j-2}\)
        \(A_{j+i-1} \leftarrow a_{i-2} A_{j-1}+b_{i-2} A_{j-2}, A_{j+i} \leftarrow a_{i-1} A_{j-1}+b_{i-1} A_{j-2}\)
        \(B_{j+i-1} \leftarrow a_{i-2} B_{j-1}+b_{i-2} B_{j-2}, B_{j+i} \leftarrow a_{i-1} B_{j-1}+b_{i-1} B_{j-2}\)
    \(j \leftarrow j+i+1, i \leftarrow-1\)
    $\operatorname{return}\left(A_{j-1}, B_{j-1}, C_{j-2}\right)$

### 6.3 Rickert's Algorithm

The implementation of Rickert's algorithm is given as Algorithm 6.2. We could have computed $R_{i+2}$ as $\frac{P_{i+2}^{2}-D}{Q_{i+2}}$ instead of the way it is presented; however, this would require a multi-precision squaring and a multi-precision division which are both costly, particularly the division. We instead trade this for three multiplications of a multiprecision number by a single-precision number.

The algorithm uses Algorithm 3.4 to do the single-precision reduction. There is a possibility that the convergents returned by Algorithm 3.4 will produce an overflow when they are multiplied later in Algorithm 6.2. For this reason, it is important to test that the convergents remain less than (word size)/2 in length in Algorithm 3.4 and exit early if necessary.

As discussed in the previous chapter, $\widehat{D}_{i}$ may be negative. We can ensure it is positive by setting $\widehat{Q}_{i}=\left(Q_{i} /\left|Q_{i}\right|\right)\left\lfloor\left|Q_{i}\right| / 2^{k}\right\rfloor, \widehat{P}_{i}=\left(P_{i} /\left|P_{i}\right|\right)\left\lceil\left|P_{i}\right| / 2^{k}\right\rceil$ and $\widehat{R}_{i}=$ $\left(R_{i} /\left|R_{i}\right|\right)\left\lfloor\left|R_{i}\right| / 2^{k}\right\rfloor ;$ then,

$$
\widehat{P}_{i}^{2}=\left\lceil\frac{\left|P_{i}\right|}{2^{k}}\right\rceil^{2} \geq\left(\frac{P_{i}}{2^{k}}\right)^{2}>\left(\frac{Q_{i}}{2^{k}}\right)\left(\frac{R_{i}}{2^{k}}\right) \geq\left(\frac{Q_{i}}{\left|Q_{i}\right|}\right)\left\lfloor\frac{\left|Q_{i}\right|}{2^{k}}\right\rfloor\left(\frac{R_{i}}{\left|R_{i}\right|}\right)\left\lfloor\frac{\left|R_{i}\right|}{2^{k}}\right\rfloor=\widehat{Q}_{i} \widehat{R}_{i}
$$

Here we used the fact that $P^{2}-Q R=D>0 \Rightarrow P^{2}>Q R$. Since $\widehat{P}_{i}^{2}>\widehat{Q}_{i} \widehat{R}_{i}$ we also have $\widehat{P}_{i}^{2}-\widehat{Q}_{i} \widehat{R}_{i}=\widehat{D}_{i}>0$. Another approach would be to take the floor in each case and if $\widehat{D}_{i}<0$, simply set $\widehat{Q}_{i} \leftarrow-\widehat{Q}_{i}$ and recalculate $\widehat{D}_{i}$ which will now be positive.

```
Algorithm 6.2 Rickert-Style Reduction Algorithm (Implementation)
Input: \(\left(Q_{0}, P_{0}\right), D\)
Output: \(\left(Q_{i}, P_{i}\right), \Psi_{i}\) such that \(\left(Q_{i}, P_{i}\right)=\left(\Psi_{i}\right)\left(Q_{0}, P_{0}\right)\)
```

    [ Initialization]
    \(B_{-2} \leftarrow 1, B_{-1} \leftarrow 0, i \leftarrow 0\)
    \(R_{0} \leftarrow \frac{P_{0}^{2}-D}{Q_{0}}\)
    [Reduction]
    while \(\left|Q_{i}\right|>\sqrt{D}\) do
        \(k \leftarrow \max \left(\max \left(\left\lceil\log _{2} Q_{i}\right\rceil,\left\lceil\log _{2} P_{i}\right\rceil,\left\lceil\log _{2} R_{i}\right\rceil\right)-(\right.\) word size \(\left.), 0\right)\)
        \(\widehat{Q}_{i} \leftarrow\left(Q_{i} /\left|Q_{i}\right|\right)\left\lfloor\left|Q_{i}\right| / 2^{k}\right\rfloor, \widehat{P}_{i} \leftarrow\left(P_{i} /\left|P_{i}\right|\right)\left\lceil\left|P_{i}\right| / 2^{k}\right\rceil\),
        \(\widehat{R}_{i} \leftarrow\left(R_{i} /\left|R_{i}\right|\right)\left\lfloor\left|R_{i}\right| / 2^{k}\right\rfloor\)
        \(\widehat{D}_{i} \leftarrow \widehat{P}_{i}^{2}-\widehat{Q}_{i} \widehat{R}_{i}\)
        if \(\widehat{Q}_{i}, \widehat{P}_{i}\) or \(\widehat{R}_{i}\) is 0 or \(\left|\widehat{Q}_{i}\right|<\sqrt{\widehat{D}_{i}}\) then
            [Full multi-precision reduction]
            Compute \(q_{i}, r_{i}\) so that \(P_{i}+\lfloor\sqrt{D}]=q_{i} Q_{i}+r_{i} \quad\left(0 \leq r_{i}<\left|Q_{i}\right|\right)\)
            \(P_{i+1} \leftarrow\lfloor\sqrt{D}\rfloor-r_{i}, Q_{i+1} \leftarrow q_{i}\left(P_{i}-P_{i+1}\right)-R_{i}, R_{i+1} \leftarrow-Q_{i}\)
            \(B_{i-1} \leftarrow-B_{i-1}, B_{i} \leftarrow q_{i} B_{i-1}-B_{i-2}, i \leftarrow i+1\)
        else
            [Single-precision reduction]
            \(a, a^{\prime}, b, b^{\prime} \leftarrow\) Last two \(A_{i}\) and \(B_{i}\) from Algorithm \(3.4\left(\left(\widehat{Q}_{i}, \widehat{P}_{i}\right), \sqrt{\widehat{D}_{i}}\right)\)
            \(\varepsilon \leftarrow a b^{\prime}-b a^{\prime}\) (Compute using Equation (3.12))
            \(Q_{i+2} \leftarrow \varepsilon\left(a^{2} Q_{i}-2 a b P_{i}+b^{2} R_{i}\right)\)
            \(P_{i+2} \leftarrow \varepsilon\left(-a a^{\prime} Q_{i}+\left(a b^{\prime}+a^{\prime} b\right) P_{i}-b b^{\prime} R_{i}\right)\)
            \(R_{i+2} \leftarrow \varepsilon\left(a^{\prime 2} Q_{i}-2 a^{\prime} b^{\prime} P_{i}+b^{\prime 2} R_{i}\right)\)
            \(B_{i} \leftarrow-a^{\prime} B_{i-1}+b^{\prime} B_{i-2}\)
            \(B_{i+1} \leftarrow a B_{i-1}-b B_{i-2}\)
            \(i \leftarrow i+2\)
    [Compute relative generator]
$\Psi_{i}^{-1} \leftarrow B_{i-2}+B_{i-1}\left(\frac{P_{i}-\sqrt{D}}{Q_{i}}\right)$
return $\left(Q_{i}, P_{i}\right), \Psi_{i}$

### 6.4 Schönhage's Algorithm

We present the implementations of the various algorithms of Schönhage's method. The transformations are straight-forward except perhaps for the calculations pertaining to $\Psi$ in Algorithm 6.3.

```
Algorithm 6.3 Schönhage Reduction (Implementation)
Input: \(\mathfrak{a}=(Q, P), D\)
Output: \(\mathfrak{a}^{\prime}=\left(Q^{\prime}, P^{\prime}\right), \Psi\) such that \(\mathfrak{a}^{\prime}=(\Psi) \mathfrak{a}\) and \(\mathfrak{a}^{\prime}\) is reduced
    [ Initialization]
    \(R \leftarrow \frac{P^{2}-D}{Q}\)
    [ Make Positive ]
    \(Q^{\prime}, P^{\prime}, R^{\prime}, c_{1}, d_{1}\), sign \(\leftarrow\) Algorithm \(6.4(Q, P, R)\)
    [Main Reduction]
    \(Q^{\prime}, P^{\prime}, R^{\prime},\left(\begin{array}{ll}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right) \leftarrow\) Algorithm \(6.5\left(Q^{\prime}, P^{\prime}, R^{\prime},-1\right)\)
    \(c_{3} \leftarrow a_{2} c_{1}+c_{2} d_{1}, d_{3} \leftarrow b_{2} c_{1}+d_{1} d_{2}\)
    if \(\operatorname{sign}=-1\) then
        \(Q^{\prime} \leftarrow-Q^{\prime}, P^{\prime} \leftarrow-P^{\prime}, R^{\prime} \leftarrow-R^{\prime}\)
    [ Final Lagrange Reduction Steps ]
    \(\left(Q^{\prime}, P^{\prime}\right), \Psi \leftarrow\) Algorithm \(3.4\left(\left(Q^{\prime}, P^{\prime}\right), D\right)\) where \(B_{-2} \leftarrow d_{3}\) and \(B_{-1} \leftarrow-c_{3}\).
    return \(\mathfrak{a}^{\prime}, \Psi\)
```

The matrix $\left(\begin{array}{ll}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right)$ is returned by the main reduction algorithm, namely Algorithm 6.5. To compute the relative generator we need to multiply this matrix on the left by the matrix returned by Algorithm 5.4. However, by Lemma 3.7 all we require in the Lagrange algorithm that finishes the reduction are the two elements from the second row of this product. The two elements from row 2 are $a_{2} c_{1}+c_{2} d_{1}$ and $b_{2} c_{1}+d_{1} d_{2}$ and this calculation only requires $c_{1}$ and $d_{1}$ from Algorithm 6.4; hence, we only return $c_{1}$ and $d_{1}$ from the full $\left(\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right)$ that was computed in the theoretical version of the
"Make Positive" Algorithm 5.4. Initializing $B_{-2}$ and $B_{-1}$ as we have will yield the correct relative generator by Lemma 3.7.

Algorithm 6.3 accepts as input an ideal and returns a reduced equivalent ideal along with its relative generator. The supporting algorithms are listed in the order in which they are called.

Algorithm 6.4 Make Positive (Implementation)
Input: $Q, P, R$ where $(Q, P)$ is an ideal.
Output: $Q^{\prime}, P^{\prime}, R^{\prime}, c, d$, sign, where $\left(d+c\left(\frac{P^{\prime}-\sqrt{D}}{Q^{\prime}}\right)\right)\left(Q^{\prime}, P^{\prime}\right)=(Q, P)$ and $Q^{\prime}, P^{\prime}, R^{\prime}$ are all positive.
[ Initialization]
$Q^{\prime} \leftarrow Q, P^{\prime} \leftarrow P, R^{\prime} \leftarrow R$
$c \leftarrow 0, d \leftarrow 1$ \{Denotes $c$ and $d$ of Definition 3.4\}
[ Ensure $Q^{\prime}+R^{\prime} \geq 0$ and $P^{\prime} \geq 0$ ]
if $\left(Q^{\prime}+R^{\prime}<0\right)$ then
$Q^{\prime} \leftarrow-Q^{\prime}, P^{\prime} \leftarrow-P^{\prime}, R^{\prime} \leftarrow-R^{\prime}$
sign $\leftarrow-1$
else
$\operatorname{sign} \leftarrow 1$
if $\left(P^{\prime}<0\right)$ then
$Q^{\prime} \leftarrow R^{\prime}, P^{\prime} \leftarrow-P^{\prime}, R^{\prime} \leftarrow Q^{\prime}$
$c \leftarrow-1, d \leftarrow 0$
[ Ensure $Q^{\prime}, P^{\prime}, R^{\prime}$ are all positive]
if $\left(Q^{\prime}<0\right)$ then
$Q^{\prime} \leftarrow Q^{\prime}+2 P^{\prime}+R^{\prime}, P^{\prime} \leftarrow P^{\prime}+R^{\prime}, R^{\prime} \leftarrow R^{\prime}$
$c \leftarrow c+d, d \leftarrow d$
else if $\left(R^{\prime}<0\right)$ then
$Q^{\prime} \leftarrow Q^{\prime}, P^{\prime} \leftarrow Q^{\prime}+P^{\prime}, R^{\prime} \leftarrow Q^{\prime}+2 P^{\prime}+R^{\prime}$
$c \leftarrow c, d \leftarrow c+d$
return $Q^{\prime}, P^{\prime}, R^{\prime}, c, d$, sign

## Algorithm 6.5 Monotone Reduction - MR (Implementation)

Input: $Q, P, R, m$ where $(Q, P)$ is an ideal.
Output: $Q^{\prime}, P^{\prime}, R^{\prime}, N$ where $N$ is a matrix tracking the relative generator and ( $Q^{\prime}, P^{\prime}$ ) is minimal above $2^{m}$
[ Initialization]
$Q^{\prime} \leftarrow Q, P^{\prime} \leftarrow P, R^{\prime} \leftarrow R$
[1. If sufficiently small in size, skip to end ]
if $\min \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right)<2^{m+2}$ then
$N \leftarrow I_{2}$
else
[2. Calculate size of operands and split if necessary]
$n \leftarrow \max \left(\left\lfloor\log _{2} Q^{\prime}\right\rfloor,\left\lfloor\log _{2} 2 P^{\prime}\right\rfloor,\left\lfloor\log _{2} R^{\prime}\right\rfloor\right)-m+1$
if $m \leq n$ then
$m^{\prime} \leftarrow m, p \leftarrow 0$
else
$m^{\prime} \leftarrow n, p \leftarrow m-n+1$
Split $Q^{\prime}, P^{\prime}, R^{\prime}$ as $Q^{\prime}=Q_{0}+2^{p} Q_{1} \quad\left(0 \leq Q_{0}<2^{p}\right)$
$P^{\prime}=P_{0}+2^{p} P_{1} \quad\left(0 \leq P_{0}<2^{p}\right)$
$R^{\prime}=R_{0}+2^{p} R_{1} \quad\left(0 \leq R_{0}<2^{p}\right)$
$Q^{\prime} \leftarrow Q_{1}, P^{\prime} \leftarrow P_{1}, R^{\prime} \leftarrow R_{1}$
[3. Calculate half-way point ]
$h \leftarrow m^{\prime}+\lfloor n / 2\rfloor$
if $\min \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right)<2^{h}$ then
$N \leftarrow I_{2}$
else
[4. Recursive call - reduce $(Q, P)$ minimal above $2^{h}$ ]
$Q^{\prime}, P^{\prime}, R^{\prime}, N \leftarrow \mathrm{MR}\left(Q^{\prime}, P^{\prime}, R^{\prime}, h\right)$
[5. Reduce until $\max \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right)<2^{h}$ ]
while $\max \left(Q^{\prime}, 2 P^{\prime}, R^{\prime}\right) \geq 2^{h}$ do
if $\left(Q^{\prime}, P^{\prime}\right)$ is minimal above $2^{m^{\prime}}$ then
break
else
$Q^{\prime}, P^{\prime}, R^{\prime}, N \leftarrow$ Algorithm $6.6\left(Q^{\prime}, P^{\prime}, R^{\prime}, N, m^{\prime}\right)$
if $\left(Q^{\prime}, P^{\prime}\right)$ is not minimal above $2^{m^{\prime}}$ then
[ 6-7. Recursive call - reduce $\left(Q^{\prime}, P^{\prime}\right)$ minimal above $m^{\prime}$ ]
$Q^{\prime}, P^{\prime}, R^{\prime}, N^{\prime} \leftarrow \operatorname{MR}\left(Q^{\prime}, P^{\prime}, R^{\prime}, m^{\prime}\right)$

$$
N \leftarrow N N^{\prime}
$$

[8. Update tails ]
if $p>0$ then

$$
\begin{aligned}
& F \leftarrow a P_{0}-c R_{0}, G \leftarrow a Q_{0}-c P_{0} \\
& Q^{\prime} \leftarrow 2^{p} Q^{\prime}+a G-c F \\
& P^{\prime} \leftarrow 2^{p} P^{\prime}-b G+d F \\
& R^{\prime} \leftarrow 2^{p} R^{\prime}+b^{2} Q_{0}+2 b d P_{0}+d^{2} R_{0}
\end{aligned}
$$

[9. Reduce above $m$ ]
while ( $Q^{\prime}, P^{\prime}$ ) is not minimal above $2^{m}$ do
$Q^{\prime}, P^{\prime}, R^{\prime}, N \leftarrow$ Algorithm $6.6\left(Q^{\prime}, P^{\prime}, R^{\prime}, N, m^{\prime}\right)$
return $Q^{\prime}, P^{\prime}, R^{\prime}, N$

```
Algorithm 6.6 Simple Step Above \(2^{m}\) (Implementation)
Input: \(Q, P, R, N, m\) where \((Q, P)\) is an ideal and \(N=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)\)
Output: \(\quad Q^{\prime}, P^{\prime}, R^{\prime}, N^{\prime}\) where \(\left(Q^{\prime}, P^{\prime}\right)\) has been reduced one simple step
\(D \leftarrow P^{2}-Q R\) \{Store in a lookup table indexed by \(\left.Q, P, R\right\}\)
if \((P>Q)\) then
    [ Low step]
    \(t \leftarrow \max \left(\left\lceil\sqrt{D+2^{m} Q}\right\rceil, 2^{m}\right)\)
    \(q \leftarrow\left\lfloor\frac{P-t}{Q}\right\rfloor\)
    \(Q^{\prime} \leftarrow Q, P^{\prime} \leftarrow P-q Q, R^{\prime} \leftarrow R-q\left(P+P^{\prime}\right)\)
    \(N^{\prime} \leftarrow\left(\begin{array}{ll}a & b-a q \\ c & d-c q\end{array}\right)\)
    else
        [ High step ]
        \(t \leftarrow \max \left(\left\lceil\sqrt{D+2^{m} R}, 2^{m}\right)\right.\)
        \(q \leftarrow\left\lfloor\frac{P-t}{R}\right\rfloor\)
        \(R^{\prime} \leftarrow R, P^{\prime} \leftarrow P-q R, Q^{\prime} \leftarrow Q-q\left(P+P^{\prime}\right)\)
        \(N^{\prime} \leftarrow\left(\begin{array}{ll}a-b q & b \\ c-d q & d\end{array}\right)\)
    return \(Q^{\prime}, P^{\prime}, R^{\prime}, N^{\prime}\)
```


### 6.5 A New Algorithm For Ideal Reduction

In this section we present an implementable version of the algorithm introduced in Section 5.4 and discuss some possible modifications to compute $R$. Given $C_{-2}$ and $C_{-1}$, by Equation (5.4) the remainders in the continued fraction expansion of $C_{-2} / C_{-1}$ are defined to be

$$
C_{i}=C_{i-2}-\tilde{q}_{i} C_{i-1}
$$

In Algorithm 6.7, we set $C_{-2}=P_{0}$ and $C_{-1}=Q_{0}$ and so Lemma 5.3 tells us that $C_{i}=(-1)^{i-1}\left(A_{i} C_{-1}-B_{i} C_{-2}\right)$; hence, $G_{i}=(-1)^{i-1} C_{i}$. This eliminates the necessity of calculating the $\left\{A_{i}\right\}$.

From the inequality given in Equation (5.11) we observe that the $\left\{B_{i}\right\}$ are bounded in magnitude by $\sqrt[4]{|D|}$. If the continued fraction expansion of $P_{0} / Q_{0}$ is implemented using Lehmer's extended GCD algorithm, most of the calculations in Algorithm 6.7 will involve relatively small numbers.

Unlike all of the other algorithms presented in this thesis, the knowledge of $R_{0}$ does not give any advantage in the computations. Equation (3.6) gives the following formulas which utilize $R_{0}$. The formula is also given for the computation of $A_{i}$ since $A_{i}$ and $A_{i-1}$ are also required.

$$
\begin{aligned}
A_{i} & =\frac{G_{i}+P_{0} B_{i}}{Q_{0}} \\
F_{i} & =A_{i} P_{0}-B_{i} R_{0} \\
Q_{i+1} & =(-1)^{i+1}\left(A_{i} G_{i}-B_{i} F_{i}\right) \\
P_{i+1} & =(-1)^{i+1}\left(-A_{i-1} G_{i}+B_{i-1} F_{i}\right)
\end{aligned}
$$

```
Algorithm 6.7 Efficient Ideal Reduction (Implementation)
Input: \(\mathfrak{a}_{0}=\left(Q_{0}, P_{0}\right), D\), where \(Q_{0}, P_{0}>0\)
Output: Ideal \(\mathfrak{a}_{i+1}\) and \(\Psi_{i+1}\) such that \(\mathfrak{a}_{i+1}=\left(\Psi_{i+1}\right) \mathfrak{a}_{0}\) (If \(D>0, \mathfrak{a}_{i+1}\) is reduced, if
\(D<0, \mathfrak{a}_{i+1}\) is within 3 steps of being reduced.)
    [ Initialization]
    \(i \leftarrow-2\)
    \(B_{-2} \leftarrow 1, B_{-1} \leftarrow 0\)
    \(C_{-2} \leftarrow P_{0}, C_{-1} \leftarrow Q_{0}\)
    [Continued fraction expansion of \(P_{0} / Q_{0}\) ]
    while \(B_{i+1}<\left\lfloor\sqrt{\left\lfloor Q_{0} /\lfloor\sqrt{|D|}\rfloor\right\rfloor}\right]\) do
        \(i \leftarrow i+1\)
        \(q_{i+1} \leftarrow\left\lfloor C_{i-1} / C_{i}\right\rfloor, C_{i+1} \leftarrow C_{i-1}-q_{i+1} C_{i}\)
        \(B_{i+1} \leftarrow q_{i+1} B_{i}+B_{i-1}\)
    [ Compute \(\left(Q_{i+1}, P_{i+1}\right)\) and \(\Psi_{i+1}\) ]
    \(Q_{i+1} \leftarrow(-1)^{i}\left(\frac{C_{i}^{2}-D B_{i}^{2}}{Q_{0}}\right)\)
    \(P_{i+1} \leftarrow \frac{(-1)^{i-1} C_{i}-Q_{i+1} B_{i-1}}{B_{i}}\)
    \(\Psi_{i+1}^{-1} \leftarrow B_{i-1}+B_{i}\left(\frac{P_{i+1}-\sqrt{D}}{Q_{i+1}}\right)\)
    return \(\left(Q_{i+1}, P_{i+1}\right), \Psi_{i+1}\)
```

$$
R_{i+1}=(-1)^{i+1}\left(-A_{i-1} G_{i-1}+B_{i-1} F_{i-1}\right)
$$

We present Table 6.5 which summarizes the calculations by a count of each type of operation.

The size of the denominator in the divisions is important, so note that to calculate $Q_{i}, P_{i}$ without $R_{0}$ requires a division by $Q_{0}$, which is usually the same size as $D$ when exchanging keys, and a division by $B_{i}$ which is approximately the same size as $\sqrt[4]{|D|}$. The two divisions utilizing knowledge of $R_{0}$ are both by $Q_{0}$. In the case of calculating

|  | Calculated | Multiplications | Divisions | Additions |
| :--- | :---: | :---: | :---: | :---: |
| Without $R_{0}$ | $Q_{i}, P_{i}$ | 4 | 2 | 2 |
| Utilizing $R_{0}$ | $Q_{i}, P_{i}$ | 8 | 2 | 5 |
| Without $R_{0}$ | $Q_{i}, P_{i}, R_{i}$ | 5 | 3 | 3 |
| Utilizing $R_{0}$ | $Q_{i}, P_{i}, R_{i}$ | 12 | 2 | 7 |

Table 6.1: Calculation of $Q_{i}, P_{i}$ and $R_{i}$
$R_{i}$ without knowledge of $R_{0}$, the extra division is by $Q_{i}$ which is approximately the same size as $\sqrt{|D|}{ }^{1}$

### 6.6 Jacobson-Scheidler-Williams NUCOMP

In the last chapter we presented a basic version of the Jacobson-Scheidler-Williams NUCOMP algorithm. Here we present a full version with various speedups.

From Shanks' formulas given in Equation (3.1), the GCD computation of three numbers must be done in two stages, so we give the details of the computation. The first GCD calculation is

$$
\sigma G=\operatorname{gcd}\left(Q_{a}, Q_{b}\right)=W Q_{a}+X Q_{b}
$$

The $W$ variable is not actually required in the algorithm. Since extended GCD functions are often optimized to benefit from the situation where only one variable is required, the programmer should take advantage of this.

We require on input that $Q_{a}>Q_{b}$ and then check if $Q_{a}<\sqrt[4]{D}$. If this is the case, the product $\left(Q_{a}, P_{a}\right)\left(Q_{b}, P_{b}\right)$ is already reduced and we may avoid the reduction

[^2]steps.
As noted in their paper, the final reduction may take advantage of Tenner's formulas by computing the previous $Q$ value. Using the subscripts of the algorithm and our notation for $R$ this corresponds to calculating $Q_{i}$ and setting $R_{i+1} \leftarrow-Q_{i}$. Since there are only a very few reduction steps needed after the main reduction loop (in practice, from 0 to 3 ), there is no advantage to using any other method than Lagrange reduction with Tenner's formulas.

## Algorithm 6.8 Jacobson-Scheidler-Williams NUCOMP (Implementation)

Input: Two reduced ideals $\left(Q_{a}, P_{a}\right)$ and $\left(Q_{b}, P_{b}\right)$ as well as $D$ with $Q_{a} \geq Q_{b}>0$
Output: Reduced $(Q, P)$ and $\Psi$ such that $(\Psi)\left(Q_{a}, P_{a}\right)\left(Q_{b}, P_{b}\right)=(Q, P)$
[ Initialization]
Find $G, W, X$ so $\sigma G=\operatorname{gcd}\left(Q_{a}, Q_{b}\right)=W Q_{a}+X Q_{b} \quad$ (do not compute $W$ )
Find $S, Y, Z$ so $\sigma G=\operatorname{gcd}\left(G, P_{a}+P_{b}\right)=Y G+Z\left(P_{a}+P_{b}\right)$
$R_{b} \leftarrow\left(P_{b}^{2}-D\right) / Q_{b}$
$U \leftarrow X Y\left(P_{b}-P_{a}\right)-Z R_{b}\left(\bmod Q_{a} / S\right) \quad\left(\right.$ with $\left.0 \leq U<Q_{a} / S\right)$
$a_{-1} \leftarrow Q_{a} / S, a_{0} \leftarrow U$
$d_{-1}=0, d_{0} \leftarrow 1, i \leftarrow-1$
[ If product is reduced, skip to end ]
if $Q_{a} / S \leq\lfloor\sqrt[4]{D}\rfloor$ then
$Q \leftarrow \frac{Q_{a} Q_{b}}{\sigma S^{2}}, P \leftarrow \frac{Q_{b} U}{\sigma S}+P_{b}(\bmod Q), \Psi \leftarrow 1$
else
[ Continued fraction expansion of $U /\left(Q_{a} / S\right)$ ]

$$
\begin{aligned}
& \text { while } a_{i+1}>\lfloor\sqrt[4]{D}\rfloor \text { do } \\
& \quad i \leftarrow i+1 \\
& \quad q_{i} \leftarrow\left\lfloor a_{i-1} / a_{i}\right\rfloor, a_{i+1} \leftarrow a_{i-1}-q_{i} a_{i}, d_{i+1} \leftarrow d_{i-1}-q_{i} d_{i}
\end{aligned}
$$

[ Compute $Q_{i+1}, P_{i+1}, R_{i+1}$ ]
$b_{i} \leftarrow \frac{1}{a_{-1}}\left(a_{i} \frac{Q_{b}}{\sigma S}+d_{i}\left(P_{b}-P_{a}\right)\right)$
$b_{i-1} \leftarrow \frac{1}{a_{-1}}\left(a_{i-1} \frac{Q_{b}}{\sigma S}+d_{i-1}\left(P_{b}-P_{a}\right)\right)$
$c_{i} \leftarrow \frac{1}{a_{-1}}\left(a_{i}\left(P_{a}+P_{b}\right)+\sigma d_{i} S R_{b}\right)$
$c_{i-1} \leftarrow \frac{1}{a_{-1}}\left(a_{i-1}\left(P_{a}+P_{b}\right)+\sigma d_{i-1} S R_{b}\right)$
$Q_{i+1} \leftarrow(-1)^{i+1}\left(a_{i} b_{i}+c_{i} d_{i}\right)$
$P_{i+1} \leftarrow(-1)^{i+1}\left(a_{i-1} b_{i}+c_{i-1} d_{i}\right)+{ }^{i} P_{b}$
$R_{i+1} \leftarrow(-1)^{i+1}\left(a_{i-1} b_{i-1}+c_{i-1} d_{i-1}\right)$
[ Final Lagrange Reduction Steps ]
$(Q, P), \Psi \leftarrow$ Algorithm $3.4\left(\left(Q_{i+1}, P_{i+1}\right), D\right)$ where $B_{-2} \leftarrow\left|d_{i-1}\right|, B_{-1} \leftarrow\left|d_{i}\right|$, and the $R_{i+1}$ computed above is used.
return $(Q, P), \Psi$

### 6.7 Timings

In this section we present timings for most of the algorithms in this thesis with the intent of discovering the best algorithm to use for each application. We have not implemented the Schnorr-Seysen algorithm because it is the same as JSW-NUCOMP except that it requires the computation of the unreduced product ideal. Thus in an application that requires both multiplication and reduction, it will clearly be slower than JSW-NUCOMP. As well, it cannot be used strictly for reduction since it requires knowledge of the terms $Q_{a} / S$ and $U$ used in the multiplication. We have also not implemented the original NUCOMP since it is less efficient than the improved version of Section 5.6.

The algorithms were tested by performing a cryptographic key exchange using ideals with different sizes of discriminant. A key exchange involves exponentiating an ideal using the square-and-multiply method; after each squaring or multiplication, the product is reduced and then the near reduced ideal is computed. Hence, this method provides a convenient way of generating a diverse set of ideals for testing reduction.

In all of the key exchanges except NUCOMP, Shanks' formulas given in Equation (3.1) were used for all ideal multiplications. In the case of squaring an ideal, these can be optimized in a straight-forward manner. This eliminates one of the GCD computations and simplifies some of the other equations.

For discriminants with a bit length of $2^{k}$ for $k \in\{7,8,9,10,11,12,13\}, 1000$ keys were exchanged. Since we are increasing the bit lengths exponentially, the time involved per key exchange quickly becomes unmanageable. For discriminants with $k \in\{14,15,16,17\}$, we have exchanged just one key but this gives a good indication of the relative performance of the algorithms.

The exponent bound used in the key exchange algorithm is $2^{3 \cdot 2^{k-4}}$ where $k=$ $\left\lfloor\log _{2} \log _{2} \Delta\right\rfloor$ as above. This bound was not chosen to reflect a desired difficulty for an adversary to obtain the key but rather to increase uniformly the number of multiplications and reductions required and thus the work performed by the algorithm. This formula doubles the bit-length of the exponent bound as the bit-length of the discriminant doubles. The constants in the expression were chosen to match the exponent bound of $2^{384}$ used in [JSW] for discriminants of approximately $2^{3460}$.

In that paper they used discriminants ranging in size from 795 to 5704 bits and the corresponding exponent bounds ranged from 160 to 512 bits. Hamdy estimates in [Ham02] that solving the discrete logarithm problem in imaginary quadratic fields for these sizes of discriminant provides 80 to 256 bits of security for cryptographic protocols based on that problem. Vollmer shows in [Vol00] that the best-known algorithm for solving the DLP in real quadratic fields has the same asymptotic complexity as the best-known algorithm that solves the problem in imaginary quadratic fields; hence, these sizes of discriminant should offer at least the same level of security in real quadratic fields (see [Jac00]).

All timings were taken on a computer with the following configuration:

- Platform: IBM x330 Server
- Processor: Dual Pentium IV Xeon 2.8 GHz
- RAM: 1 GB
- Operating System: Red Hat Linux Release 9
- Linux Kernel: 2.4.20-28.9smp
- Compiler: gcc 3.2.2
- Multi-precision Library: GMP 4.1.2

Table 6.2 compares the average number of seconds required per party to exchange one key. At the start of each of the 1000 rounds, a random discriminant of the desired bit length was generated, as well as exponents for the two parties. The initial ideal used was $\rho^{5}(1)$. Each algorithm was then called in turn to be used in the key exchange. The timings are for the entire key exchange including the multiplication, reduction and near computations. The keys of both parties were compared to ensure they matched. Additionally, the keys returned by each of the algorithms were compared to ensure that each algorithm indeed generated the same key.

| $k$ | Bit Size | Gauss | Lagrange | Rickert | New | NUCOMP | Schönhage |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 7 | 128 | 0.0083 | 0.0023 | 0.0025 | 0.0020 | 0.0018 | 0.0075 |
| 8 | 256 | 0.0638 | 0.0092 | 0.0091 | 0.0067 | 0.0063 | 0.0323 |
| 9 | 512 | 0.2487 | 0.0385 | 0.0382 | 0.0250 | 0.0238 | 0.1407 |
| 10 | 1024 | 1.3642 | 0.1946 | 0.1815 | 0.1137 | 0.1042 | 0.6114 |
| 11 | 2048 | 10.3750 | 1.0936 | 0.9874 | 0.6093 | 0.5489 | 2.7226 |
| 12 | 4096 | 64.5476 | 6.7283 | 5.9236 | 3.5253 | 3.1004 | 12.5681 |
| 13 | 8192 | 487.0460 | 45.1150 | 38.5300 | 22.0800 | 18.4800 | 61.9850 |

Table 6.2: Average Key Exchange Times In Seconds

Note that Gaussian reduction is the slowest reduction algorithm by a wide margin. The performance is so slow that in Table 6.3 the reader will notice that it is no longer being compared. Also, the Lagrange and Rickert algorithms are included only until they are clearly slower than Schönhage's Algorithm.

| $k$ | Bit Size | Lagrange | Rickert | New | NUCOMP | Schönhage |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 14 | 16384 | 327.24 | 271.88 | 149.58 | 123.72 | 326.94 |
| 15 | 32768 | 2429.52 | 2037.32 | 1055.73 | 866.95 | 1828.28 |
| 16 | 65536 | - | - | 7503.17 | 6106.82 | 10931.36 |
| 17 | 131072 | - | - | 55829.51 | 45129.55 | 68678.16 |

Table 6.3: Single Key Exchange Times In Seconds

The following two graphs reflect the information contained in Tables 6.2 and 6.3. The graph in Figure 6.1 is based on a subset of the data in Table 6.2 and plots the length of time to exchange a key against the bit size of the discriminant. The graph in Figure 6.2 is a logarithmic graph which helps to make clear the complexity of the various algorithms.

-Gauss - Lagrange - Rickert - New - NUCOMP — Schönhage
Figure 6.1: Key Exchange Comparison
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Figure 6.2: Key Exchange Comparison (Logarithmic)

From the graph in Figure 6.2 it is clear that Schönhage's algorithm will eventually be faster than all of the other algorithms. Microsoft Excel's least squares trendline provides the equations in Table 6.4 which give an estimate of the time in seconds that each algorithm will take to exchange a key. The first column of functions is in terms of the bit length of $\Delta$ and the second is in terms of $\log _{2} \log _{2} \Delta$.

| Algorithm | $\log _{2} \Delta$ | $\log _{2} \log _{2} \Delta$ |
| :--- | :---: | :---: |
| Gauss | $4.9255 \times 10^{-9}\left(\log _{2} \Delta\right)^{2.8076}$ | $4.9255 \times 10^{-9} e^{1.9461} \log _{2} \log _{2} \Delta$ |
| Lagrange | $1.0527 \times 10^{-9}\left(\log _{2} \Delta\right)^{2.7274}$ | $1.0527 \times 10^{-9} e^{1.8905} \log _{2} \log _{2} \Delta$ |
| Rickert | $1.2268 \times 10^{-9}\left(\log _{2} \Delta\right)^{2.6939}$ | $1.2268 \times 10^{-9} e^{1.8673} \log _{2} \log _{2} \Delta$ |
| New | $1.1395 \times 10^{-9}\left(\log _{2} \Delta\right)^{2.6391}$ | $1.1395 \times 10^{-9} e^{1.8293} \log _{2} \log _{2} \Delta$ |
| NUCOMP | $1.3400 \times 10^{-9}\left(\log _{2} \Delta\right)^{2.6039}$ | $1.3400 \times 10^{-9} e^{1.8049 \log _{2} \log _{2} \Delta}$ |
| Schönhage | $68.656 \times 10^{-9}\left(\log _{2} \Delta\right)^{2.3073}$ | $68.656 \times 10^{-9} e^{1.5993} \log _{2} \log _{2} \Delta$ |

Table 6.4: Estimating Functions For Key Exchange Times

Based on these estimating functions, we may obtain an approximation for when we expect Schönhage's algorithm to overtake NUCOMP.

$$
\begin{aligned}
& 68.656 \times 10^{-9} e^{1.5993 \log _{2} \log _{2} \Delta}=1.3400 \times 10^{-9} e^{1.8049} \log _{2} \log _{2} \Delta \\
\Rightarrow & \frac{68.656}{1.3400}=e^{(1.8049-1.5993) \log _{2} \log _{2} \Delta} \\
\Rightarrow & \log _{2} \log _{2} \Delta=\frac{\ln 51.236}{0.2056} \approx 19.146 \\
\Rightarrow & \log _{2} \Delta \approx 2^{19.146} .
\end{aligned}
$$

In other words, we would only expect to benefit from using Schönhage's algorithm. once $\Delta$ is approximately 580,000 binary digits long. As a decimal number, $\Delta \approx$ $10^{175,000}$. This is an extremely large number which indicates that Schönhage's algorithm would rarely be used in practice.

For practical applications, JSW-NUCOMP is the fastest method available for all sizes of discriminant when both multiplication and reduction is required. From the data given, we may extrapolate that the new reduction algorithm is the best method to use for all sizes of discriminant when only reduction is required. We reach this conclusion by noticing that the timings include the three steps of multiplication,
reduction and finding the near reduced ideal. The multiplication step in all of the reduction-only timings is exactly the same and so any differences in performance are completely due to the time involved in reducing the ideal and finding the near reduced ideal. Hence, in applications such as solving norm equations, computing the ideal class group, and computing the ideal class number, the new reduction algorithm is the optimal choice.

## Chapter 7

## Conclusion

In this thesis we reviewed all of the known reduction algorithms for ideals. With the exception of the Jacobson-Scheidler-Williams NUCOMP, this is the first time the modern algorithms have been presented in this language. It is also the first time that the algorithms of Gauss, Rickert, Schönhage, and Schnorr-Seysen have been adapted to ideals of positive discriminant. We provided an easy method of calculating the relative generator from any type of reduction algorithm and provided many example implementations using this method.

We saw that the Schnorr-Seysen algorithm anticipated the new algorithm of Section 5.4 and the improvements to NUCOMP presented in Section 5.6. All of the algorithms with the exception of the Schnorr-Seysen and Shanks algorithms were implemented and compared. The Schnorr-Seysen algorithm was not implemented because the technique is nearly identical to Jacobson-Scheidler-Williams NUCOMP except that efficient formulas for multiplication are not used. Shanks' NUCOMP was not implemented because it is clearly less efficient than the modern NUCOMP
algorithm and our goal is to find the best algorithm to use in each situation.
We saw the similarity of the algorithms in Sections 5.3, 5.4 and 5.6. They all embed the quotients of an approximation to $\left(P_{0}+\sqrt{D}\right) / Q_{0}$ into the continued fraction expansion of $\left(P_{0}+\sqrt{D}\right) / Q_{0}$ but the logic by which they were discovered was radically different.

For practical purposes, NUCOMP is the best algorithm to use when multiplication and reduction are both required. Through the work of Shanks, Atkin, van der Poorten, Jacobson, Scheidler and Williams we have the ability to compute a reduced product without actually computing with any parameters near the size of the unreduced product. If all that is required is to reduce an ideal, the new reduction algorithm presented here is the winner according to the data.

Schönhage's algorithm is asymptotically the fastest and is the only algorithm incorporating high-efficiency design techniques with its divide-and-conquer strategy. In the future we may see other strategies used, such as the greedy method, dynamic programming or randomization, which could produce highly efficient algorithms. As we saw, sometimes the asymptotic efficiency of an algorithm does not translate into something which is useful in practice.

Further work which may done in this area includes:

- Using the new algorithm in place of Lagrange reduction in the single-precision reductions of Rickert's algorithm.
- Incorporating Lehmer-style single precision calculations into Schönhage's algorithm. For example, the while loops and their simple steps may benefit from this.
- Further practical efficiencies may be derived in Schönhage's algorithm from performing some separate action once the parameters get close to the base case.
- The key exchange may be made more efficient by using better exponentiation techniques such as those described in [MvOV97]. For example, windowing trades off some precomputation in exchange for fewer and faster calculations during the main exponentiation loop.
- After reducing an ideal with any of the reduction algorithms, Algorithm 3.5 is called to find a near reduced ideal. Andreas Stein at the University of Illinois (Urbana-Champaign) is considering the possibility of adapting the reduction procedure to eliminate or reduce the number of steps required to find a near reduced ideal.
- The algorithms utilizing continued fractions may be able to benefit from Shanks' Baby-Step Giant-Step method to take giant steps toward a near reduced ideal.
- Adapting these techniques to higher degree number fields and function fields.
- Comparing the reduction algorithms across a wide range of sizes of $Q$ and $P$ for a fixed $D$.

Undoubtedly, it is clear that there is an abundance of work to be done in this area of research. Advancements will be immediately applicable to diverse areas such as solving the Pell equation, cryptography, and calculating the fundamental unit or regulator of a quadratic field.
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## Appendix A

## An Improved Composition Algorithm

The unpublished paper, An Improved Composition Algorithm by C.P. Schnorr and M. Seysen, is reprinted here with permission.

# An Improved Composition Algorithm 

C.P. Schnorr and M. Seysen<br>Fachbereich Mathematik<br>Universität Frankfurt

August 1983


#### Abstract

We propose an improved composition algorithim for binary quadratic forms with negative discriminant $\Delta$. Given. two reduced forms $\left(A_{i}, B_{i}, C_{i}\right), i=1,2$, we compute a representative $\left(A_{3}, B_{3}, C_{3}\right)$ of the product class by Shanksis formulae. We describe a novel way to reduce $\left(A_{3}, \dot{B_{3}}, C_{3}\right)$ by adapting the Euclidean algorithm to the particular structure of $\left(A_{3}, B_{3}, C_{3}\right)$. The new reduction method takes about the same number of arithmetical operations as the Gauss - reduction, but it works on. integers $\leq \sqrt{|\Delta| / 3}$ whereas Gauss-reduction operates on integers of ordex. $|\Delta|$. Hence, if long integer arithmetic is implemented by standard software, then the new reauction method for composition is about 4 times faster than Gauss-reduction.


This research hais been done under BMFT-grant 083108.

## 1. Introduction and Notations

We conslder binary quadratic forms $A X^{2}+B X Y+C Y^{2}, A, B, C \in Z$, , notation ( $A, B, C$ ). Oix forms shall be positive, i.e. $A, C>0$ and primitive, i.e. $\operatorname{gcd}(A, B ; \dot{C})=1$, and will have negative discriminant $\Delta=B^{2}-4 A C<0$.

Forms are written in matrix notation

$$
A X^{2}+B X Y+C Y^{2}=(X, Y)\left(\begin{array}{cc}
A & B / 2 \cdot \\
B B / 2 & C
\end{array}\right)\binom{x}{Y}
$$

Two forms $(A, B, C),\left(A^{3}, B^{\prime}, C\right)$ are $S L_{2}\left(Z_{K}\right)$ - equivalent if there exists a . $(2,2)$ integer matrix $M$ with det $M=1$ (i.e. $M \in S L_{2}(Z)$ ) such that (let $M^{\top}$ be the transpose of $M$ ) :

$$
M^{\top}\left(\begin{array}{lc}
{ }^{\prime} A & B / 2 \\
B / 2 & C
\end{array}\right) M=\left(\begin{array}{cc}
A^{\prime} & B \neq 2 \\
B^{\prime} / 2 & C^{\prime}
\end{array}\right]^{\prime}
$$

Since $\mathrm{SL}_{2}(Z)$ is a group this yields an equivalence relation.

According to Gauss the $\mathrm{SL}_{2}(z)$-equivalence classes of forms with discriminant $\Delta$ form an abelian group $G(\Delta)$. The group opexation is called composition. Efficient routines, for composition are important for the calculations in $G(\Delta)$ and in particular for the factoring algorithms of Shanks (1971) and Schnorx, Lenstra (1982) :
$\mathrm{SL}_{2}(\mathrm{Z})$-equivalence classes of forms are represented by reduced forms. $(A, B, C)$. is reduced if $|B| \leq A \leq C . A n L_{2}(\mathbb{A})$-equivalence class $H$ either contains exactly one reduced form or two reduced forms ( $A, \pm B, C$ ). In.the: latter case $H$ is ambiguous, i.e. $H^{2}=1$. Every reduced form satisfies $A \leqq \sqrt{|\Delta / 3|}$ and $A C \leq|\Delta / 3|$.

Given two reduced forms $\left(A_{i}, B_{i}, C_{i}\right), i=1,2$, with the same discriminant $\Delta$ composition is done in two stages.

A representative $\left(A_{3}, B_{3}, C_{3}\right)$ of the product class is computed by Shanks's formulae. We give a novel algorithm. for reducing $\left(A_{3}, B_{3}, C_{3}\right)$.

## 2. The Shanks's formulae

$A$ form $\left(A_{3}, \dot{B}_{3}, C_{3}\right)$ of the product class of two reduced forms $\left(A_{i}, B_{i}, C_{i}\right)$, $i=1,2$, with the same discriminant $\Delta, \dot{\prime}$ is given as follows f see Lenstra (1982) \& p. 127 f. ?

$$
d:=\operatorname{gcd}\left(A_{1}, A_{2}\left(B_{1}+B_{2}\right) / 2\right)
$$

Compute $\lambda, \mu, \nu \in z$ with.
$\mathrm{d}=\mu A_{1}+\lambda A_{2}+\nu\left(B_{1}+B_{2}\right) / 2$

$$
\begin{aligned}
& R:=\left(\lambda \cdot\left(B_{1}-B_{2}\right) / 2-v C_{2}\right) \bmod \left(A_{1} / d\right) \\
& A_{3}:=A_{1} A_{2} / d^{2} \\
& B_{3}:=B_{2}+2 A_{2} R / d \\
& C_{3}:=\left(B_{3}^{2}-\Delta\right) /\left(4 A_{3}\right)
\end{aligned} \quad \cdot \quad \cdot \quad . \quad . \quad . \quad .
$$

In order to compute $\lambda_{\rho} \mu, \nu$ one first applies the extended Euclidean aldorithm (see Knuth (1981), algorithm $x, 4.5 .2$ ) to $A_{1}, A_{2}$. This yields. $\bar{\lambda}, \bar{p}$ with $\ddot{ } \operatorname{gcd}\left(A_{1}, \cdot A_{2}\right)=\bar{\mu}_{A_{1}}+\bar{\lambda}_{A_{2}}: \dot{A}$ second application of the extended Euclidean algorithm to gca $\left(A_{1}, A_{2}\right)$ and. $\left(B_{1}+B_{2}\right) / 2$ yields $\lambda^{\prime}, \mu^{\prime}$ with
$a=\dot{\mu}^{\prime} \operatorname{gcd}\left(\dot{A}_{1}, A_{2}\right)+\chi^{\prime}\left(\dot{B}_{1}+B_{2}\right) / 2$. Hence $\lambda=\mu^{\prime} \dot{\lambda}, \mu=\mu^{x} \dot{\mu}, v=\dot{\nu}^{\prime}$. In general $\operatorname{gcd}\left(A_{1}, A_{2}\right)$ will be rather small, therefore the cost of the Euclidean algorithm applied to $\operatorname{gcd}\left(\dot{A}_{1}, A_{2}\right)$ and $\left(B_{1}+B_{2}\right) / 2$ can be neglected. Our procedure for reducing $\left(A_{3} \cdot B_{3}, C_{3}\right)$ in section 3 is based on the follow-- ing idea.

Reducing the form: $\left(A_{3}, B_{3}, C_{3}\right)$ means to construct some $M \in \operatorname{SL}_{2}(z)$ such that $A_{3}^{1}$ in
$=\left(\begin{array}{ll}A_{3}^{\prime} & B_{3}^{\prime} / 2 \\ B_{3}^{\prime} / 2 & C_{3}^{\prime}\end{array}\right) \cdots=\cdot M^{\top} \cdot\left\{\begin{array}{ll}A_{3} & B_{3} / 2 \\ B_{3} / 2 & C_{3}\end{array}\right] \quad M$
becomes minimal. With $\dot{M}=\left(\begin{array}{ll}\mathrm{p} & q^{\prime} \\ \dot{\mathrm{s}} & \dot{s}\end{array}\right)$ we have

$$
\left.A_{3}^{\prime}=\frac{d}{A_{1}}\left[\frac{A_{2}}{d} \frac{A_{1}}{d} p+R r\right)^{2}+r B_{2}\left(\frac{A_{1}}{d} \cdot p+R r\right)+r^{2} C_{2} d\right]
$$

which has the dominant term $\frac{A_{2}}{A_{1}}\left(\frac{A_{1}}{d} p+R x\right)^{2} \cdot$ We minimizer $\dot{A}_{3}^{\prime}$ by minimizing $\frac{A_{1}}{d} p+R r$ which can be done by applying the extended Euclidean algorithm to $A_{1} / d$ and $R$.

## 3. The new reduction algorithm

W.1.O.g. Let $A_{2} \leq A_{1}$ (othexwise interchange $\left(A_{1}, B_{1}, C_{1}\right)$ with ( $\left.A_{2}, B_{2}, C_{2}\right)$ ).
$0)$ if $A_{1} A_{2} / d^{2} \leq \sqrt{|\Delta| / 3}$, then puit $\left(A_{3}^{1}, B_{3}^{1}, C_{3}^{1}\right):=(A, B, C)$ and stop.
(Application of the extended Euclidean algorithm to $A_{1} / d$ and R.)
i) $\left(\begin{array}{lll}u_{1}^{0} & u_{2}^{0} & u_{3}^{0} \\ v_{1}^{0} & v_{2}^{0} & v_{3}^{0}\end{array}\right) \ldots:=\left(\begin{array}{lll}1 & 0 & n_{1} / a \\ 0 & 1 & R\end{array}\right) \quad ; \quad i:=0$
2) while $v_{3}^{i}>\sqrt{\frac{A_{1}}{A_{2}} \sqrt{|\Delta| / 3}}$
do
$\left[\left(\begin{array}{ccc}u_{1}^{i+1} & u_{2}^{i+1} & u_{3}^{i+1} \\ v_{1}^{i+1} & v_{2}^{i+1} & v_{3}^{i+1}\end{array}\right):=\left\{\begin{array}{cc}0 & 1 \\ 1 & -\left\lfloor u_{3}^{i} / v_{3}^{i}\right\rfloor\end{array}\right] \cdot\left(\begin{array}{ccc}u_{1}^{i} & u_{2}^{i} & u_{3}^{i} \\ v_{1}^{i} & v_{2}^{i} & v_{3}^{i}\end{array}\right) ; i:=i+1\right]$.
3) $\quad M_{i}:=\left(\begin{array}{cc}v_{1}^{i} & v_{2}^{i} \\ (-1)^{i} u_{1}^{i} & (-1)^{i} \cdot u_{2}^{i}\end{array}\right)$
4) $\left(\begin{array}{cc}A_{3}^{\prime} & B_{3}^{\prime} / 2 \\ B_{3}^{\prime} / 2 & C_{3}^{\prime}\end{array}\right)^{\cdot}=M_{i}^{\top}\left(\begin{array}{cc}A_{3} & B_{3} / 2 \\ B_{3} / 2 & C_{3}\end{array}\right) \quad M_{i}$.

It easily follows from $\operatorname{det}\left(\begin{array}{ll}0 & 1: \\ i & \dot{q} \\ 1 & i\end{array}\right)=-1$. that det $M_{i}=1$. Hence $\left(A, B, B_{3}^{\prime}, C_{3}^{\prime}\right)$ is $\mathrm{SL}_{2}(\mathrm{Z})$-equivalent to $\left(\mathrm{A}_{3}, \mathrm{~B}_{3}, \mathrm{C}_{3}\right)$. The next theorems show that a reduced form is obtained from $\left(A_{3}^{\prime}, B_{3}^{1}, C_{3}^{1}\right)$ with only a few arithmetical steps. Theorem $1 \quad A_{3}^{\prime} \leq \sqrt{|3 \Delta|}$.

Theorem 2. Let $(A, B, C)$ be a form satisfyiung $|B| \ll A<2.5 \sqrt{|\triangle|}$.
Put $\left(\begin{array}{cc}\bar{A} \cdot & \bar{B} / 2 \\ \bar{B} / 2 & \bar{C}\end{array}\right):=\left(\begin{array}{ll}1 & 0 \\ \lambda & 1\end{array}\right)^{T}\left[\begin{array}{ll}A & B / 2 \\ B / 2 & C\end{array}\right)\left(\begin{array}{ll}1 & 0 \\ \lambda & 1\end{array}\right) \quad$ with $\lambda \in \mathcal{Z}_{\text {. }}$. such that. $\vec{B}=\cdot B+2 \cdot \lambda C, \vec{C}=\vec{C} \cdot s a t i s f i e s \%|\vec{B}| \leq \bar{C} \cdot$ Then $|\bar{B}| \leq \bar{A}$.
(Hence either $(\bar{A}, \bar{B}, \bar{C})$ or $(\bar{C},-\bar{B}, \bar{A})$ is reduced and $S_{2}(Z)$-equivalent to ( $A, B, C$ ).)
4. The efficiency of the reduction algorithm

We compare our algorithm to the Gauss-reduction which, applied to
$\left(\mathrm{A}_{3}, \mathrm{~B}_{3}, \mathrm{C}_{3}\right)$, does the following :

$$
\begin{aligned}
& \text { while }\left(A_{3}, B_{3}, C_{3}\right) \text { is not reduced do } \\
& {\left[\begin{array}{ll}
B & := \\
B_{3}-\left\lfloor B_{3} / C_{3}\right\rfloor C_{3} \\
\left(A_{3}, B_{3}, C_{3}\right) & := \\
\left(C_{3}, B,\left(B^{2}-\Delta\right) /\left(4 C_{3}\right)\right.
\end{array}\right]}
\end{aligned}
$$

In practise the Gauss-reduction generates almost the same sequence of forms as the algorithm described in section 3. Let $\left(A_{3}, B_{3}^{i}, C_{3}^{i}\right)$ be the form after the i-th Gauss-reduction step. Then in general, with some rare exceptions:

$$
\left[\begin{array}{cc}
A_{3}^{i} & B_{3}^{i} / 2 \\
B_{3}^{i} / 2 & C_{3}^{i}
\end{array}\right] . \quad \therefore \quad M_{i}^{T}\left[\begin{array}{cc}
A_{3}^{i} & B_{3}^{\prime} / 2 \\
B_{3} / 2 & C_{3}
\end{array}\right] \cdot M_{i}
$$

A closer inspection shows that the number of arithmetical steps is almost the same for both reduction algorithms. Nevertheless, algorithm 3 is more efficient since it operates on integers of half the binary length. Call an integer with absolute value $\leqq \sqrt{|\Delta|}\left(|\Delta|,|\Delta|^{3 / 2}\right.$, xesp: ) single preci.sion, (double precisïon, triple precision, resp.). .
The loop, step2, of the new reduction algorithm operates with single precision integers. whereas Gauss-reduction operates with double presicion . integers. Step 4, and the final reduction, see theorem 2, require at most 12 multiplications some of which have double and triple preqision arguments. In case that the arithmetic on long integers is implemented in software the loop (i.e. step 2) of the new reduction algorithm is about 4 times faster than Gauss - reduction. For large integers this by far dominates the additional costs of the at mast 12 multiplications on double and triple precision integers at the end. We have exterisively tested the new reduction method, and we have used it for an efficient implementation of the integer factoring algorithm of Schnorr and Lenstra (1984).

Summing up the cost for the composition of two equivalence classes of $G(\Delta)$ represented by reduced forms, we obtain

Corollary 3 The average cost for composition in $G(\Delta)$ is essentially the cost of 1.5 applications of the extended Euclidean algorithm to integers of order $\sqrt{|\Delta|}$.

Proof By Shariks!s formulae $A_{3}, B_{3}, C_{3}$ can essentially be computed (neglecting a fixed number of arithmetical steps) at the cost of computing $\operatorname{gcd}\left(A_{1}, A_{2}\right)$ and $\operatorname{gcd}\left(\operatorname{gcd}\left(A_{1}, A_{2}\right) r\left(B_{1}+B_{2}^{\prime \prime}\right) / 2\right)$ via. the extended Euclidean algo- . rithm. For random $x, y \leq n$ the expected value of 'gcd ( $x, y$ ) is about. $\frac{6}{\pi^{2}} \ln n$ which shows that the average cost of computing $\operatorname{gcd}\left(\operatorname{gcd}\left(A_{1}, A_{2}\right) r\left(B_{1}+B_{2}\right) / 2\right)$ can be neglected: in fact $\sum_{i \in Z} 1 / i^{2}=\pi^{2} / 6$ implies that $\operatorname{gcd}(x, y)=i$ occurs with probability about $\frac{6}{\pi^{2}} \frac{1}{i^{2}}$. Therefore the expected value of god $(x, y)$ for random $x, \dot{y} \leq n$ is about $\frac{6}{\pi^{2}} \sum_{i=1}^{n} 1 / i \approx \approx \frac{6}{\pi^{2}} \ln n$. Since $\sqrt{\frac{A_{1}}{A_{2}} \cdot \sqrt{|\Delta| / 3}} \geq\left(||\Delta| \% 3)^{1 / 4}\right.$ algorithm 3 traverses about half of the extended Euclidean algorithm applied to $A_{1} / \cdot d$ and $R$. with $A_{1}, R \leq \sqrt{|\Delta| / / 3}$. By theorems $1_{r} 2$ the number of the remaining steps to reduce ( $A_{3}^{\prime}, B_{3}^{\prime}, C_{3}^{1}$ ) is bounded by a fixed constant.

Remarks The standard version of the extended Euclidean algorithm, see Knuth (1980), 4.5.2, applied to $x, y \leq n$ on the average takes about $0.83 \ln n$ iterations. An iteration comresponds to step 2 of algorithm 3. This yields a total of $O\left(n^{2}\right)$ bit operations for the extended Euclidean algorithm on integers $x, y \leq 2^{n}$, see Knuth (1981), 4.5.2, exercise 30 . There exist asymptotically faster gcd-algorithms based on the fast Fouriex transform. The algorithm of Schonhage (1971) only takes $O\left(n(\ln n)^{2} \ln \ln n\right)$ bit operations for $n-b i t$ integers.

## 5. Proof of theorem 1

The $i$ and the $A_{3}^{\prime}$ in steps 3,4 of algorithm 3 according to step 4 satisfy

$$
A_{3}^{\prime}=\cdot\left(v_{1}^{i}\right)^{2} A_{3}+v_{1}^{i} v_{2}^{i} B_{3}+\left(v_{2}^{i}\right)^{2} c_{3}
$$

We conclude from $B_{3}=B_{2}+2 A_{2} R / d, \Delta=B_{3}^{2}-4 A_{3} C_{3}, A_{3}=A_{1} A_{2} / d^{2}$ :

$$
\begin{aligned}
A_{3}^{\prime}= & \left(v_{1}^{i}\right)^{2} \cdot A_{1} A_{2} / d^{2}+v_{1}^{i} v_{2}^{i}\left(B_{2}+2 A_{2} R / d\right)+\left(v_{2}^{i}\right)^{2}\left(B_{3}-\Delta\right) /\left(4 A_{3}\right) \\
= & \left(v_{1}^{i}\right)^{2} A_{1} A_{2} / d^{2}+v_{1}^{i} v_{2}^{i}\left(B_{2}+2 A_{2} R / d\right)+\left(v_{1}^{i}\right)^{2} d^{2}\left(4 A_{1} A_{2}\right)^{-1}\left[\left(B_{2}+2 A_{2} \dot{R} / d\right)^{2}-\Delta\right] \\
\equiv & \left(v_{1}^{i}\right)^{2} A_{1} A_{2} / d^{2}+v_{1}^{i} v_{2}^{i}\left(B_{2}+2 A_{2} R / a\right) \\
& \quad+\left(v_{2}^{i}\right)^{2} d^{2}\left(A_{1} A_{2}\right)^{-1}\left(A_{2} C_{2}+B_{2} A_{2} R / d+A_{2}^{2} R^{2} / d^{2}\right) \\
= & \frac{d}{A_{1}}\left[\frac{A_{2}}{d}\left(\frac{A_{1}}{d} v_{1}^{i}+R v \frac{i}{2}\right)^{2}+y_{2}^{i} B_{2}\left(\frac{A_{1}}{d} v_{1}^{i}+R v_{2}^{i}\right)+\left(v_{2}^{i}\right)^{2} C_{2} d\right]
\end{aligned}
$$

Induction on $i$ yields $\frac{A_{1}}{a} v_{1}^{i}+R v_{2}^{i}=v_{3}^{i}$. It follows

$$
\begin{equation*}
A_{3}^{i}=\frac{d}{A_{1}}\left[\frac{A_{2}}{d}\left(v_{3}^{i j}\right)^{2}+B_{2} v_{2}^{i} v_{3}^{i}+\left(v_{2}^{i}\right)^{2} C_{2} d\right] \tag{1}
\end{equation*}
$$

Since the $v_{3}^{i}$ decrease with $i$, the stop -rule of step 2 implies

$$
\begin{equation*}
v_{3}^{i} \leq \sqrt{\frac{A_{1}}{A_{2}} \sqrt{|\Delta| / 3}} \leq v_{3}^{i-1}=u_{3}^{i} \tag{2}
\end{equation*}
$$

Lemma 4 $\left|u_{3}^{j}, v_{2}^{i}\right| \leq A_{1} / d$.
Proof of lemma 4. We first prove by induction on i

$$
v_{2}^{i} v_{2}^{i+1}=v_{2}^{i} u_{2}^{i} \leq 0 \quad \text { for } i \geq 0
$$

The assertion holds for $i=0$ since $u_{2}^{0}=0$ :
Suppose $\cdot \dot{x}_{2}^{i-1}, \dot{v}_{2}^{i} \leq 0$. Step 2 yields for. $q^{i}=\left\lfloor u_{3}^{i} / v_{3}^{i}\right\rfloor \geq 0$ :.

$$
v_{2}^{i} \dot{v}_{2}^{i+1}=v_{\dot{2}}^{i}\left(v_{2}^{i-1}-q^{i} v_{2}^{i}\right)=v_{2}^{i-1} v_{2}^{i}-q^{i}\left(v_{2}^{i}\right)^{2} \leq 0
$$

which completes the induction:

$$
\begin{aligned}
& \text { Hence }\left|u_{2}^{i} v_{3}^{i}-u_{3}^{i} v_{2}^{i}\right|=A_{1} / a^{i} \text {. Clearly. } v_{3}^{i}, u_{3}^{i}>0 \text { and by. (2) } u^{\frac{j}{2}}, v_{2}^{i}{ }^{\prime} \\
& \because \text { have distinct sign. Therefore } \\
& \left|u_{3}^{i} v_{2}^{i}\right| \leq\left|u_{3}^{i} \cdot v_{2}^{i}-u_{2}^{i} v_{3}^{i}\right|=A_{1} / d .
\end{aligned}
$$

We continue the proof of theorem 1. Obviously $\left|x_{3}^{i}\right| \leq\left|u_{3}^{i}\right|$ for $i \geq 0$. Therefore lemma 4 implies

$$
\begin{equation*}
\left|v_{3}^{1} v_{2}^{i}\right| \leq A_{1} / d \tag{3}
\end{equation*}
$$

Moreover

$$
\begin{aligned}
& \left|\cdot v_{2}^{i}\right| \leq A_{1} /\left(a\left|u_{3}^{i}\right|\right) \\
& \leq \frac{A_{1}}{d} \cdot \sqrt{\frac{A_{2}}{A_{1} \sqrt{|\Delta| / 3}}} \\
& \text { (by lemma 4) } \\
& \text { (by. (2)) . }
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left|v_{2}^{i}\right|^{2} \leqslant \frac{A_{1} A_{2}}{d^{2} \sqrt{|\Delta| / 3}} \tag{4}
\end{equation*}
$$

We combine the bounds (2) $r(3),(4)$ on $\left(v_{3}^{i}\right)^{2}, v_{2}^{i} v_{3}^{i}$, and $\left(v_{2}^{i}\right)^{2}$ with (1) and obtain.

$$
\begin{aligned}
A_{3} & =\frac{d}{A_{1}}\left[\frac{A_{2}}{d}\left(v_{3}^{i}\right)^{2}+B_{2} \nabla_{2}^{i} \cdot v_{3}^{i}+C_{2} d\left(v^{i}\right)^{2}\right] \\
& <\frac{d}{A_{1}}\left[\frac{A_{2}}{d} \frac{A_{1} \sqrt{|\Delta| / 3}}{A_{2}}+\frac{\left|B_{2}\right| A_{1}}{d}+\frac{A_{1} A_{2} C_{2}}{d \sqrt{|\Delta| / 3}}\right] \\
& =\sqrt{|\Delta| / 3}+\left|B_{2}\right|+A_{2} C_{2} / \sqrt{|\Delta| / 3}
\end{aligned}
$$

We have $\left|B_{2}\right|<A_{2}<\sqrt{|\Delta| / 3}$ and $A_{2} C_{2}<|\Delta / 3|$ since $\left(A_{2}, B_{2}, C_{2}\right)$ is $:$. reduced. This implies

$$
A_{3}^{\prime} \leq \sqrt{|3 \Delta|}
$$

6. Proof of theorem 2

The theorem is true in case $|B| \leq \ddot{C}$. So let us assume $|B|>C$.

Case $1 \quad \dot{c} \leq \sqrt{1 \Delta \mid / 3}$.
Proof by contradiction: suppose $|\bar{B}|>\bar{A}$. Using $C=\bar{C}$ we obtain

$$
\frac{\bar{B}^{2}+|\Delta|}{4|\bar{B}|}=\frac{\dot{\bar{A}}}{|\bar{B}|} \cdot \frac{\bar{B}^{2}+|\Delta|}{4 \bar{A}}=\frac{\bar{A}}{|\bar{B}|} \cdot c<\sqrt{|\Delta| / 3}
$$

This implies

$$
\frac{\mid \bar{B} i}{\sqrt{|\Delta|}}+\frac{\sqrt{|\Delta|}}{|\bar{B}|}<\frac{4}{\sqrt{3}}=\sqrt{3}+\frac{1}{\sqrt{3}}
$$

From this equation we conclude $1 / \sqrt{3}<|\bar{B}| / \sqrt{|\Delta|}<\sqrt{3}$, hence $|\bar{B}|>\sqrt{|\Delta| / 3}$. since $|\bar{B}| \leq \bar{C}=C$ this yields $C>\sqrt{|\Delta| / 3}$, a contradiction.

Case $2 \quad c>\sqrt{|\Delta| 13}$.
Consider the form $(\bar{A}, \bar{B}, \bar{C})=(A-2|B|+4 C,|B|-4 C, C)$. It is sufficient' to show. $|\bar{B}| \cdot<C,|\bar{B}|<\bar{A}$, ;
Proof of $|\bar{B}|<C$. : We have $|B| \leq A=\left(B^{2}+|\Delta|\right) /(4 C)$ and therefore $4 C-|B| \leq|\Delta / B|^{2} \cdot|B| \leq: A=\left(B^{2}+|\Delta|\right) /(4 C)$ also implies $\sqrt{|\Delta| / 3}<C \leq\left(|B|+||\Delta| /|B|) / 4^{\prime \prime}\right.$, hence $\sqrt{|\Delta|}| | B|+|B| / \sqrt{|\Delta|}>4 / \sqrt{3}$. The last inequality implies either $|B| / \sqrt{|\Delta|}<1 / \sqrt{3}$ or $|B| / \sqrt{|\Delta|}>\sqrt{3} \cdot$ Since $|B|>C>\sqrt{|\Delta| / 3}$, we obtain $|B|>\sqrt{3|\Delta|}{ }^{\dot{*}}$.
This implies $4 C-|B| \leq|\Delta / B|<\sqrt{|\Delta| / 3}$. On the other hand, by the assumptimon of theorem 2 , we have.

$$
|B|-4 C<(2.5-4 / \sqrt{3}) \sqrt{|\Delta|} \leqslant 0.2 \sqrt{|\Delta|}<\sqrt{|\Delta| \cdot / 3}
$$

Hence $|\bar{B}|=||B|-4 C| \leq \sqrt{|\Delta| / 3} \leq C$.

Proof of $|\bar{B}| \leq \bar{A}:$ We conclude from $2.5 \sqrt{|\Delta|} \geq A \geq \sqrt{|3 \Delta|}$ :

$$
\begin{aligned}
C & =\left(B^{2}+|\Delta|\right) /(4 A) \leq|B| / 4+|\Delta| /(4 A) \\
& \leq A / 4+|\Delta| /(4|B|) \leq \sqrt{|\Delta|}(2.5 / 4+1 /(4 \sqrt{3}))<0.77 \sqrt{|\Delta|}
\end{aligned}
$$

We conelude from $|\cdot B| \leq A \leq 2.5 \sqrt{|\Delta|}$, C. $\geq \sqrt{|\triangle| / 3}$ :

$$
\begin{aligned}
|B|-4 C & \leq 0 . \dot{2} \sqrt{|\Delta|} \leq-A /(4 \cdot 0.77 \sqrt{|\Delta|}) \leq-\Delta /(4 \dot{C}) \\
& \leq \frac{(4 \cdot C-|B|)^{2}-\Delta}{4 C}=A-2|B|+4 C .
\end{aligned}
$$

On the other hand $|B| \leq A$ implies $4 C-|B| \leq 4 C+A-2|B|$. Hence

$$
|\bar{B}|=||B|-4 C| \leq A-2|B|+4 C=\bar{A}
$$
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[^0]:    ${ }^{1}$ Concepts we won't require but are related are that if $\mathfrak{a}$ is reduced, $n>0$ is minimal such that $\mathfrak{a}=\rho^{n}(\mathfrak{a})$, and $\Psi_{n}$ is the associated relative generator, then $\Psi_{n}$ is the fundamental unit and $\ln \Psi_{n}$ is the regulator. If $\mathfrak{a}$ and $\mathfrak{b}$ are equivalent reduced ideals such that $\mathfrak{a}=(\Psi) \mathfrak{b}$, then $\ln |\Psi|$ modulo the regulator is the Shanks distance, from $\mathfrak{a}$ to $\mathfrak{b}$. These concepts were further developed by Shanks and termed the infrastructure of the class group by him. For further details, see [Sha72], [Len82] and [Sch82].

[^1]:    ${ }^{2}$ In this thesis we have elected to use Shanks' ordering of the magic matrix for both historical and aesthetic reasons. Readers familiar with [vdP03] may apply the following translation to use the magic matrix as presented here: $\begin{array}{lllll}{[\mathrm{VdP03}]} & a_{i} & b_{i} & c_{i} & d_{i} \\ \text { This Thesis } & d_{i} & a_{i} & b_{i} & c_{i}\end{array}$
    ${ }^{3}$ Readers familiar with [JSW] may use the same map as given for [vdP03]; also, the variables $d_{i}$ and $R$ have opposite sign.

[^2]:    ${ }^{1}$ The size of $Q_{0}$ is discussed in Section 3.3.1 while the sizes of $B_{i}$ and $Q_{i}$ come from the proof of Theorem 5.4.

