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INTRODUCTION 2

the operations of the task. The dedicated elements lead to more efficient hardware
utilization for computation. Parallel systems have been built composed of simple, or
fine-grained, processing elements, enabling more to be integrated onto a single chip.
By themselves these processors are incapable of performing all but the simplest of
operations, but collectively they can be combined to perform useful computations.
The advantage of this approach is a parallel system orders of magnitude larger than

other systems at a cost comparable to current processors.

1.1 Scope and Structure of the Thesis

This thesis tackles the design and implementation in VLSI technology of a highly par-
allel computer architecture called . The processing elements, while not designed
specifically for one task, are kept simple (being limited to threshold computations).
The benefits are two-fold: simple, or fine-grained, processors make the VLSI design
more tractable, and system cost is minimized with increased numbers of processing
elements packed per chip. The choice of their function does restrict the scope of
applications that ¥ can tackle, however, some interesting problems have been pro-
grammed using this approach. Questions on the architecture, application domains,
the design and realization as a VLSI system are answered in the following chapters.

Chapter 2 examines the limitations of the von Neumann architecture in more
detail. Parallelism is explored, including processor granularity, and data vs. control
parallelism, along with some examples of fine-grained systems. Chapter 3 elaborates
on the architecture of the ¥ system. It also discusses utilizing the high degree
of concurrency by programming. Chapter 4 concentrates on the issues of design
as a custom CMOS chip. The choice of VLSI as an implementation requires some
compromises to be made. These are discussed and reasons for the choices made clear.

In Chapter 5 a logic design of the processing elements and the ¥ control system is
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given, bridging the gap between the architecture and physical implementation. The
actual VLSI implementation can be found in Chapter 6. Finally, the conclusions
drawn as a result of this work are evaluated and summarized in Chapter 7. In this
chapter, possible future extensions of this work are suggested, and some comment is

made on the implementation of parallel computing systems in VLSI technology.



Chapter 2
Fine-Grained Parallel Architectures

The foundations of computer design were laid down by von Neumann and others
in the 1940’s. Computing, with a few notable exceptions, has closely followed their
basic premisses ever since, virtually unchanged. This chapter examines architectures
of a different sort, that represent a radical departure from this approach. A number
of systems are described along with some of their applications—applications that

traditionally have been computationally infeasible.

2.1 Limitations of Classical Computing?

A conventional (von Neumann) computer is adept at mechanically executing the in-
structions of an algorithm: a sequence of instructions specifying how the input data
is manipulated to arrive at a solution. Many tasks involving “number crunching”
are sequential algorithms and it follows that a conventional computer is capable of
performing such tasks extremely well. However, just as there are successes, there are
some problems that have been much less amenable to solution. Such problems have
characteristic operations and data structures making them far removed from “num-

7 Programming and executing them in the context of conventional

ber crunching.
computers has proved to be awkward or time consuming.

Humans can see and comprehend extremely complex scenes at a glance. A ca-
pability that far exceeds that of a conventional computer. Computer vision systems
have been designed for the checking of quality control in production lines under

strict constraints on object type, position, orientation and lighting [ICANADE 83].

In essence, restricted circumstances are used to reduce the identification problem to
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a fixed and known domain. To program a computer to recognize objects in sim-
ple pictures would be tedious and the resulting program would be extremely slow
[HiLLis 85).

Not only is it difficult to describe the data within an algorithmic framework,
but the high degree of parallelism in the problem accounts for the lack of progress in
computer vision. It is reasonable in pixel-level image processing to have a 1000 x 1000
pixel array or a million data elements. To do computations on the large set of data
requires on the order of 10° operations even for the simplest procedures [KANADE 83].

To cite Kanade and Reddy:

The computing requirements can be estimated if one considers that a
mobile cart developed by Hans Horavec at Stanford University navigated
at a speed of 3 to 5 meters per hour while analyzing one image of its sur-
roundings for each 1-meter lurch with a 1-million-instruction-per-second
computer. To guide a similar cart at a walking speed of a meter per
second will therefore require from 10° to 10'° instructions per second.
[KANADE 83, p.90]

Experimentation with advanced algorithms for vision is hampered by the lack of
sufficiently powerful machines. There are many other examples where the amount of
processing needed swamps the capabilities of the fastest computers available. One
such example is in VLSI circuit simulation where the ability to simulate large cir-
cuits has not kept pace with the increasing component numbers [TUCKER 88, p.34].
Consequently, simulations are rarely done on circuits with over several hundred tran-
sistors possibly leading to design flaws.

The underlying architecture of von Neumann computers presents a computa-
tional barrier to the tractability of computationally demanding tasks. Their serial
nature does not serve well in parallel contexts: the simulation of each parallel action
in serial is expensive. This would indicate that a different approach to computing
is needed, perhaps compelling the redesign of computer architectures specifically to

handle applications ill suited to von Neumann computing. Different data repre-
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sentations and operations distinguish the types of applications. Architectures that
operate extremely well for these parallel applications might measure poorly as “num-
ber crunchers.” Before proceeding to the example of one possible architecture that
is the subject of this thesis, some of the problems associated with von Neumann

computers are assessed.

2.2 Von Neumann Computers

Conventional computers are characterized by a large central processing unit (or CPU)
coupled to a separate memory. The reason for this two-part design, with mem-
ory on one side and processing on the other, called the von Neumann architecture
[HiLLis 85] is historic. When first conceived over forty years ago, it was an elegant,
practical, and unifying idea that simplified many engineering and programming prob-
lems that existed then [BACKUS 78]. When the first computers were being built,
their processors and memories were made of different components. The result was
a two-part design that kept the expensive vacuum tubes in the processor as busy
as possible. Although the historic technological reason for the memory/processor
split is no longer justified (in current technologies the processors and memories are
fabricated in silicon), this basic design has been so successful that most computer
designers have kept to it. This has had an enormous impact on the way problems
are formulated and solved—a heavily built-in bias towards sequential computing
[CoATEs 85].

There are some problems with this model of computation, at least as far as its
applicability to many large scale computer applications. One is that their hardware

is used inefliciently, and the other is the von Neumann bottleneck.

Inefficiency

In a large von Neumann computer most of its billion transistors are in the memory
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section of the machine. At any given instant only a few of those memory locations
are accessed, thus hardly any of its transistors do any useful processing at any given
time [HILLIS 85]. This inefficiency becomes even worse as larger computers are built
since the ratio of memory to processing power increases and less-and-less use is made

of any particular part of the memory.

“Bottleneck”

This inefliciency remains no matter how fast the processor is made because of the
von Neumann “bottleneck”. This phrase, coined by Backus [BACKUS 78], describes
the communication of data between processor and memory. Data is passed between
the processor and memory a single word at a time. Since the main purpose of a
program is typically to make some large-scale changes to the contents of memory
it is easy to see where the bottleneck effect arises [COATES 85). The bottleneck
problem would not be as bad if it were just data flowing between the processor and
memory, but many times pointers to where to find the data are passed between the
processor and memory compounding the problem.

It has been pointed out that intensive and efficient use of the available hard-
ware will be necessary if several very difficult computing problems are to be solved
[GAINES 69]. The severity of these problems has been lessened using instruction
stream pipelining, memory caching and other memory management schemes. A
completely new approach to problem-solving strategies, rather than an incremen-
tal improvement on existing methods, will be needed to launch the next computing

revolution [COATES 85].

2.3 The Rationale for Parallel Architectures

In an effort to relieve the shortcomings of a single serial computer, parallel architec-

tures have been proposed, and some of them built. Parallel architectures are nothing
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new—at the time of von Neumann and his contemporaries the advantages of paral-
lelism were recognized. In a parallel system the computation is partitioned over a
number of processors; processing of this sort is categorized as distributed processing.
A multiprocessor system can yield benefits in performance over a single computer.
Current multiprocessor computers usually consist of a few von Neumann machines
in a fixed topology. It is expected that such systems will not be able to process
the large amounts of information rapidly on the scale needed or envisaged for artifi-
cial intelligence (AT) and other similarly complex parallel applications (Monte Carlo
simulations, and solving partial differential equations in physical phenomena).

A1 will not only form the backbone of many new computer applications but pro-
vide the impetus for the next-generation (fifth-generation) of computer architectures
[WALLICH 83]. Knowledge systems, language understanding, and speech and pic-
ture recognition are all subdomains of Al. These applications have a burgeoning
need for computing power. Hours of computing time are needed to recognize a few
frames of video. To meet the challenges of Al could conceivably pave the way for a
dramatic break with the von Neumann architectural principles now in use, not just
architectural differences but also usher in new programming languages and operating
systems. Al technology, based on serial computers, can do a good job on certain nar-
row technical problems [FAHLMAN 87], but before some problems become tractable
a speedup of several orders of magnitude is required [COATES 85]. (A survey of the
many different architectures proposed for Al can be found in [HWANG 87]. For the
application of highly parallel computing structures to AI see [FAHLMAN 83].)

To implement applications arising from the study of Al efficiently, the next-
generation will stress parallelism. Not all researchers universally concur, but it is
widely accepted that far more highly parallel, or concurrent, systems will have to
be employed [DAVIS 83] to combat the combinatorial explosion posed in processing.

Current machines lack the processing power for many (essentially parallel) tasks



FINE-GRAINED PARALLEL ARCHITECTURES 9

in real-time. Highly parallel computing involving a thousand or more processing

elements is one way to achieve the quantum leap in performance.

2.4 Issues in Highly Parallel Architectures

If it is inevitable that parallel systems will be the cornerstone of new architectures,
what form will they take? So little is understood about parallel processing that many
choices exist. Architects make different decisions when confronted with the same set
of choices [HILLIS 85]. In designing parallel machines there are many intangibles to
contend with: the number and size of the processors, a dedicated or general-purpose
system, data or control parallelism, the physical topology of the communicating pro-
cessors, static or dynamic task allocation, and centralized or local control [DAVIS 83];
each represents an independent choice. For most, rather than the polarization offered
by the extreme schools of thought, it is a spectrum of choice that produces systems
having different characteristic strengths and weaknesses. The issues most relevant
to achieving highly parallel architectures are: processor granularity, dedicated pro-

cessors and the type of parallelism.

2.4.1 Processor Granularity

To distinguish between the many concurrent architectures [SEITZ 84| has classified
them by their grain size. The granularity of the system loosely denotes the relative
complexity of the processors. Machines having few large processors are referred to
as coarse-grained, while the opposite approach of many small processors are char-
acterized as fine-grained. A system of ten conventional processors (e.g. M68030s) is
a conservative approach to parallelism. The object in a fine-grained system is to
achieve as much parallelism as possible. By definition the processors are necessarily

less powerful. An example of a fine-grained system architecture is systolic arrays






