A tight bound for approximating the square root

Nader H. Bshouty*  Yishay Mansour†  Baruch Schieber‡  Prasoon Tiwari‡

Abstract

We prove an $\Omega(\log \log(1/\varepsilon))$ lower bound on the depth of any computation tree and any RAM program with operations \{+, −, *, /, [], not, and, or, xor\}, unlimited power of answering YES/NO questions, and constants \{0, 1\} that computes $\sqrt{x}$ to accuracy $\varepsilon$, for all $x \in [1, 2]$. Since Newton method achieves such an accuracy in $O(\log \log(1/\varepsilon))$ depth, our bound is tight.

1 Introduction

In this paper consider the problem of approximating the square root of a given number up to accuracy $\varepsilon$. The models of computation considered in this paper are the computation tree model [Str72, Str83, Ben83], and the Random Access Machine (RAM) model [Sch79, AHU74]. It seems that the two computation models are incomparable. On one hand, a computation tree is a non-uniform model of computation, while a RAM is the corresponding uniform model of computation, and hence, weaker in this sense. On the other hand, a RAM is capable of indirect addressing while a computation tree is not.

We prove an $\Omega(\log \log(1/\varepsilon))$ lower bound on the depth of any computation tree and any RAM program with operations \{+, −, *, /, [], not, and, or, xor\}, unlimited power of answering YES/NO questions, and constants \{0, 1\} that computes $\sqrt{x}$ to accuracy $\varepsilon$, for all $x \in [1, 2]$. This is an improvement of the $\Omega(\sqrt{\log \log(1/\varepsilon)})$ lower bound on the depth of any computation tree and any RAM program with operations \{+, −, *, /, [], <\} and constants \{0, 1\} that computes $\sqrt{x}$ to accuracy $\varepsilon$, for all $x \in [1, 2]$, that is given in [MST89, MST91]. Our result should be contrasted with an $O(\sqrt{\log \log(1/\varepsilon)})$ upper bound for computing $\sqrt{x}$ to accuracy $\varepsilon$, for all $x \in [1, 2]$, using either a computation tree or a RAM with operations \{+, −, *, /, [], <\} and constants \{0, 1, \varepsilon\} as proved in [MST89]. (See also [BMST92].) The worst-case arithmetic complexity of approximating zeros of polynomials in general is also discussed in [Ren87].
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Finally, it is well known that using Newton iterations we can design either a computation tree or a RAM program with operations \{+, -, *, /, <\} and constants \{0, 1\} that computes $\sqrt{x}$ to accuracy $\varepsilon$ with depth $O(\log \log (1/\varepsilon))$. Therefore, our lower bound is tight.

2 The computation models

We assume that the reader is familiar with the computation tree model (see, e.g., [Str83, Ben83]) and the RAM model (see, e.g., [AHU74, Sch79]) used in this paper. Below, we briefly recall these models.

The computation tree model

A computation tree $T$ for a one input problem is a tree with labelled vertices. The label of a vertex $\nu$ is denoted $f_{\nu}$. The tree $T$ has four types of vertices:

1. An input vertex: The root of the tree is the input vertex and it is labelled with the single input.

2. Computation vertices: Each computation vertex $\nu$ is labelled with either a function $f_{\nu} = g \circ h$, or a function $f_{\nu} = \circ g$, such that $g, h \in \mathcal{C} \cup \{f_{\mu}|\mu \text{ is an ancestor of } \nu \text{ in } T\}$ and $\circ \in \mathcal{O}P$, where $\mathcal{C}$ is the set of available constants, and $\mathcal{O}P$ is the set of available operations. In this paper, $\mathcal{O}P = \{+, -, *, /, [\cdot], \text{not, and, or, xor}\}$, and the set $\mathcal{C}$ will be restricted to the set $\{0, 1\}$. (Here, $[\cdot] g = [g]$, and not, and, or, xor are bitwise operations.) Each computation vertex has only one child.

3. Branching vertices: Each branching vertex $\nu$ is labelled with an arbitrary YES/NO question that depends on $\mathcal{C} \cup \{f_{\mu}|\mu \text{ is an ancestor of } \nu \text{ in } T\}$. Each branching vertex has two children.

4. Output vertices: The output vertices are the leaves of $T$. They are labelled the same as computation vertices.

The computation for input $a$ starts at the root of the tree $T$. When it arrives at a computation vertex $\nu$, the function $f_{\nu}$ is evaluated at the input $a$, and then the computation proceeds to the only child of $\nu$. When the computation arrives at a branching vertex the YES/NO question is evaluated. The computation proceeds to the left child if the answer is “YES”, and to the right child otherwise. The computation terminates at a leaf by producing the value of the function associated with it as the output. The depth of a computation tree is the maximum length of a path from its root to one of its output leaves.

A computation tree is said to compute $\sqrt{x}$ to accuracy $\varepsilon$ for all $x \in [1, 2]$, if for each input $x \in [1, 2]$ the computation follows a path to an output leaf whose label evaluates to some $y$ such that $|y - \sqrt{x}| \leq \varepsilon$. 

2
The Random Access Machine (RAM) model
A RAM program is a sequence \(\{(1 : \gamma_1), (2 : \gamma_2), \ldots, (r : \gamma_r)\}\), where each \(\gamma_i\) is either (i) a common instruction defined in [Sch79], or (ii) an instruction which applies an operation from the set of available operations \(OP\) to a set of operands, and stores the result in a memory location. A memory location can be accessed using either direct addressing, that is by specifying its address explicitly, or indirect addressing, that is by specifying an address of a location containing its address.

The input for a RAM program for a one input problem is given in the first memory location when the program starts. The depth of a RAM program is the maximum over all possible input instances of the number of instructions executed by the program given this input.

A RAM program is said to compute \(\sqrt{x}\) to accuracy \(\varepsilon\) for all \(x \in [1, 2]\), if for each input \(x \in [1, 2]\), when the RAM executes the halt instruction the first memory location contains some \(y\) such that \(|y - \sqrt{x}| \leq \varepsilon\).

In order to be able to consider both models simultaneously in the sequel we consider computation trees with indirect addressing capability. In this model we allow the operands of the functions associated with the vertices of the computation tree to be also of the form \(\{f_{x, \mu} \mid \mu\text{ is an ancestor of } \nu\text{ in } T\}\). Clearly, this model is stronger than both models defined above.

3 The main lemma
In this section we prove the main lemma needed for our result. We present the proof due to W. Eberly because it is shorter than our proof.

**Lemma 1** Any computation tree with indirect addressing capability with operations \(\{+, -, \ast, /, \lfloor\rfloor, \lceil\rceil, \text{not, and, or, xor}\}\), unlimited power of answering YES/NO questions, and constants \(\{0, 1\}\) that computes a number \(N\) must have depth \(\Omega(\log \log(|N|))\).

**Proof:** Consider such a computation tree \(T\) that computes \(N\). Since the only available constants are \(\{0, 1\}\), all numbers computable by \(T\) are rational. For a computation (or output) vertex \(\nu\) in \(T\), let the value of \(f_{\nu}\) denoted \(v(f_{\nu})\) computed at this vertex be \(v(f_{\nu}) = s_i \frac{z_{x,1}}{z_{x,2}}\), where \(s_i = \text{sign}(v(f_{\nu}))\), and \(x_{\nu,1}, x_{\nu,2}\) are positive integers, \(\gcd(x_{\nu,1}, x_{\nu,2}) = 1\). For a vertex \(\nu\), define \(M_{\nu}\) to be the maximum over all ancestors \(\mu\) of \(\nu\) in \(T\) of \(\max\{x_{\mu,1}, x_{\mu,2}\}\). Clearly, for each ancestor \(\mu\) of \(\nu\), \(M_{\nu} \leq 2M_{\mu}^2\). This implies that if \(\nu\) is at depth \(t\), then \(M_{\nu} \leq 2^{2t+1}-1\). Suppose that \(N\) is computed at a vertex \(\nu\) of depth \(t\) then \(|N| = |v(f_{\nu})| \leq M_{t} \leq 2^{2^{2t+1}-1}\). The lemma follows. \(\square\)
4 The lower bound

In this section we prove our lower bound.

**Theorem 2** Any computation tree with indirect addressing capability with operations \{+, -, *, /, [·], not, and, or, xor\}, unlimited power of answering YES/NO questions, and constants \{0, 1\} that computes \(\sqrt{x}\) to accuracy \(\varepsilon\), for all \(x \in [1, 2]\) must have depth \(\Omega(\log \log (1/\varepsilon))\).

**Proof:** Let \(T\) be a computation tree that computes an \(\varepsilon\)-approximation of \(\sqrt{x}\) for all \(x \in [1, 2]\). We look at the path that computes \(\sqrt{2}\). Let \(\nu\) be the output vertex at the end of this path. For this input it must be that \(\nu(f_x) = \sqrt{2} + \delta\) where \(\delta \in [-\varepsilon, \varepsilon]\). Since the only available constants are \{0, 1\}, all numbers computed, including \(\sqrt{2} + \delta\), are rational, and therefore \(\delta \neq 0\).

Now, we add five more computation vertices to this path. We show that the last vertex in the extended path computes a number whose absolute value is bigger than \(1/\varepsilon\). By Lemma 1 this implies that the depth of the path must be \(\Omega(\log \log (1/\varepsilon))\).

The new computation vertices are \(\nu_1, \ldots, \nu_5\). Below we give the functions associated with each such vertex and how these functions are evaluated for the instance approximating \(\sqrt{2}\).

<table>
<thead>
<tr>
<th>Function</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_{\nu_1} = f_x * f_\nu)</td>
<td>compute ((\sqrt{2} + \delta)^2 = 2 + 2\sqrt{2}\delta + \delta^2)</td>
</tr>
<tr>
<td>(f_{\nu_2} = 1 + 1)</td>
<td>compute (2 = 1 + 1)</td>
</tr>
<tr>
<td>(f_{\nu_3} = f_{\nu_1} - f_{\nu_2})</td>
<td>compute (2 + 2\sqrt{2}\delta + \delta^2 - 2 = 2\sqrt{2}\delta + \delta^2)</td>
</tr>
<tr>
<td>(f_{\nu_4} = f_{\nu_2} + f_{\nu_3})</td>
<td>compute (4 = 2 + 2)</td>
</tr>
<tr>
<td>(f_{\nu_5} = f_{\nu_4}/f_{\nu_3})</td>
<td>compute (4/(2\sqrt{2}\delta + \delta^2) = \sqrt{2}/\delta + 4/\delta^2)</td>
</tr>
</tbody>
</table>

It is easy to verify that \(|\sqrt{2}/\delta + 4/\delta^2| \geq 1/\varepsilon\), and the theorem follows. \(\square\)

**Acknowledgement.** We would like to thank Wayne Eberly and Lisa Higham for a number of helpful comments.

**References**


