Quantum effects in light and heavy liquid water: A rigid-body centroid molecular dynamics study
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The centroid molecular dynamics (CMD) method is applied to the study of liquid water in the context of the rigid-body approximation. This rigid-body CMD technique, which is significantly more efficient than the standard CMD method, is implemented on the TIP4P model for water and used to examine isotopic effects in the equilibrium and dynamical properties of liquid H\textsubscript{2}O and D\textsubscript{2}O. The results obtained with this approach compare remarkably well with those determined previously with path integrals simulations as well as those obtained from the standard CMD method employing flexible models. In addition, an examination of the impact of quantization on the rotational and librational motion of the water molecule is also reported. © 2004 American Institute of Physics. [DOI: 10.1063/1.1783871]

I. INTRODUCTION

Methods based on Feynman's path integral representation of statistical mechanics\textsuperscript{1} have been extensively used to calculate equilibrium properties of systems in condensed phase.\textsuperscript{2–6} Liquid water, in particular, has benefited from the progress made in this area and a number of path integrals simulations has been reported to date. Kuharsky and Rossky\textsuperscript{3} performed equilibrium path integral Monte Carlo (PIMC) simulations on the rigid and nonpolarizable ST2 (Ref. 7) water model and they concluded that the structural changes due to quantum effects were equivalent to rising the temperature by \( \approx 50 \) K. Wallqvist and Berne\textsuperscript{4} used path integral molecular dynamics (PIMD) to study a flexible central force model and found similar quantum structural effects. The PIMD method was later used by del Buono and Rossky\textsuperscript{5} to calculate the quantum isotope effect on other rigid models [ST2, SPC (Ref. 8), and TIP4P (Ref. 9)] and similar results were again obtained. More recently, Stern and Berne\textsuperscript{6} studied liquid H\textsubscript{2}O via PIMD using a flexible water model parameterized from \textit{ab initio} calculations and reported that the quantum liquid is less structured and has smaller binding energies than the classical liquid, in accord with previous simulations. A far more ambitious equilibrium calculation has been very recently performed by Chen and co-workers\textsuperscript{10} using a Car-Parinello path integral molecular dynamics method. Interestingly, the results from this work indicate that the previously identified “softening” of the intermolecular interactions may be at least partially overcome by an increase of the molecular dipole moment, that arises, reportedly, when quantum effects in the motion of both nuclei and electrons are simultaneously included.

Within a computer simulation, approximate quantum dynamical information has also become available through the centroid molecular dynamics (CMD) methodology.\textsuperscript{11} This methodology, while reproducing the already known equilibrium properties, also allows the calculation of (approximate) quantum time-dependent properties. It is particularly accurate in systems with behavior close to the classical limit. Using this technique, Lobaugh and Voth\textsuperscript{12} modified a simple point charge flexible water model and determined estimates for the equilibrium and dynamical properties of quantum water. They found that quantum time correlation functions decay faster than the corresponding classical ones, consistent with the expected tunneling behavior in liquid water.\textsuperscript{3,12} Equilibrium and dynamical behavior have also been extracted for light and heavy water at different temperatures with the use of an effective potential technique,\textsuperscript{13} based on the Feynman-Hibbs variational treatment; the results agree reasonably well with the more accurate but computationally more expensive CMD method.

Although both rigid and flexible water models have been used to simulate liquid water, it is well known that most bulk properties are very well reproduced without the inclusion of molecular vibrations.\textsuperscript{14} Very recently, first-principles simulations of rigid water\textsuperscript{15} have been found to reproduce experimental results well, while the inclusion of flexibility in the water model appeared to impact negatively on this agreement. Furthermore, quantum simulations on rigid models\textsuperscript{3,5} have confirmed that more than 90% of the effects of quantization appear to be due to the orientational degrees of freedom, which can be easily seen as a consequence of the fact that the water molecule has small inertia moments but a relatively large total mass. Thus, the purpose of this work is to report results on light and heavy water obtained using the centroid molecular dynamics methodology adapted within the context of the rigid-body approximation. The advantage of this approximation in relation to the standard CMD method is that the number of degrees of freedom required in the simulation is decreased significantly; classically by excluding the vibrational motion, and quantum mechanically by the use of a significantly lower value of the discretization parameter \( P \) (due to the rigid rotor treatment of the molecule). As a consequence, the simulation is more than 20 times more efficient (per unit of real time simulated) than the original CMD while still performing an evaluation of the centroid forces (and centroid torques) according to the local
molecular environment. It is interesting to point out that the Feynman-Hibbs effective potential technique is, however, still much faster at the expense of the assumption of a specific form for the (temperature dependent) effective potential, which is in turn an approximation to the CMD centroid potential. In a future study we will report results exploring the validity of this “local environment independent” approximation in the effective potential.

The present study, through a direct comparison with previous simulation results, addresses the relevance of rigid models in the calculation of bulk properties within a quantum simulation of liquid water. This paper is organized as follows. Section II reviews the Cartesian CMD methods and describes its extension to rigid bodies. Section III presents the details of the simulation methodology and a number of parametrization tests. In Sec. IV we present our simulation results and discuss the impact of the quantum mechanical uncertainty in equilibrium and dynamical properties of liquid H$_2$O and D$_2$O. Our conclusions are given finally in Sec. V.

II. COMPUTATIONAL METHODS

A. The CMD method

In the Feynman’s formulation of statistical mechanics\(^1\) (i.e., in terms of imaginary time path integrals) the partition function is a sum of weighted exponents of the imaginary time action over all closed paths, i.e.,

\[
Z = \int \rho(x, x; \beta) dx = \int_{x(0)-x(\beta \hbar)} \mathcal{D}x(\tau) \times \exp \left\{ -\frac{1}{\hbar} S(x(\tau)) \right\},
\]

where

\[
S(x(\tau)) = \int_0^{\beta \hbar} \left\{ \frac{m}{2} \frac{dx(\tau)}{d\tau} + V(x(\tau)) \right\} d\tau
\]

is the Euclidean action functional. In the above equations \(\rho(x, x; \beta)\) is the diagonal element of the thermal density in the coordinate representation, \(\beta\) is the inverse of temperature in units of energy, \(\int_{x(0)-x(\beta \hbar)} \mathcal{D}x(\tau)\) is a closed integration over the paths \(x(\tau)\), \(\tau\) is the Euclidean or imaginary time, and \(V[x(\tau)]\) is the potential energy. It is well known that, within this picture, the imaginary time paths correspond to the quantum mechanical spreading of the particle at a finite temperature, and that in the high-temperature limit this spreading mapped by the imaginary paths collapses towards a point (which is clearly the position of the classical particle). According to this analysis, Feynman indicated\(^1\) that a classical-like description of a quantum system can be given by representing the paths in terms of their mean value or centroid, and their fluctuation from it, that is,

\[
x_0 = \frac{1}{\beta \hbar} \int_0^{\beta \hbar} x(\tau) d\tau
\]

is the centroid of the imaginary time trajectory of a particle, and the path integral in Eq. (3) above defines the centroid density, \(\rho_c(x_c)\). In this way, the centroid variable becomes the relevant variable from which to derive effective potentials that take into account the imaginary time path fluctuations of the quantum system at the specified temperature, and with it, all the equilibrium properties of the system, that is,

\[
Z = \left( \frac{m}{2 \pi \beta \hbar^2} \right)^{1/2} \int dx_c \exp \left\{ -\beta V_{\text{eff}}(x_c) \right\},
\]

where

\[
V_{\text{eff}} = -\frac{1}{\beta} \ln \left[ (2 \pi \beta \hbar^2/m)^{1/2} \rho_c(x_c) \right].
\]

Additionally, in the last decade Voth and co-workers\(^{11,16,17}\) have extended Feynman’s ideas by introducing the concept of centroid dynamics and providing the means to evaluate quantum mechanical real-time correlation functions. They have shown, by using the phase space representation of the path integral centroid theory,\(^17\) that the centroid variables evolve according to a generalized Ehrenfest’s theorem, i.e.,

\[
\frac{dx_c(t)}{dt} = p_c(t) \quad \text{and} \quad \frac{dp_c(t)}{dt} = F_c(t),
\]

where \(x_c\) and \(p_c\) are the position and momentum centroid, respectively. These equations of motion have a classical form, however, in general the centroid force, \(F_c(t)\), is not a function of the position centroid at time \(t\) only. The CMD approximation closes those relationships by approximating the centroid force as determined by the instantaneous position of the centroid, \(F_c(t) \approx F_c[x_c(t)]\) (see Ref. 17 for details). Therefore, the CMD method implies the evaluation of the centroid forces according to an effective potential (defined by the centroid positions and the quantum imaginary time path fluctuations), and the classical evolution of the centroid positions according to Eqs. (6).

In practice, however, the centroid force is evaluated with a molecular dynamics (or Monte Carlo) algorithm using the discrete representation of the continuous imaginary paths.\(^2,11\)

In the discretized path integral picture the centroid variable \(x_0\) [see Eq. (4)], becomes the center of mass of the isomorph-polymer of \(P\) classical quasiparticles (or beads) such that\(^11\)

\[
x_0 = \frac{1}{P} \sum_{i=1}^{P} x_i.
\]

This discretization parameter is chosen such that the calculation is sufficiently well converged to the \(P \to \infty\) limiting result.

In order to carry out the path integral evaluation via molecular dynamics a hamiltonian is required. (As will be seen later in this paper, the evaluation of the constrained path integral via MD is easily generalized to the rotational case.)
The Monte Carlo approach will also be discussed briefly. For a discretized quantum particle, a Hamiltonian can be defined as:

$$H = \sum_{i=1}^{P} \left[ \frac{p_i^2}{2m_i} + \frac{mP}{2\hbar^2 \beta^2} (x_i - x_{i+1})^2 + \frac{1}{P} V(x_i) \right], \quad (8)$$

where $p_i$ and $x_i$ are the momenta and positions of the beads, respectively. The kinetic term is completely arbitrary, the second term is the potential due to nearest-neighbor harmonic coupling between beads that arises from the free particle part of the density matrix (this term is strictly of quantum origin), and the last term is the interaction due to the external intermolecular potential. Thus, we define the force acting on the bead $t$, $F_{t_{\text{bead}}}$, as $F_{t_{\text{bead}}} = F_t - F_c$, where $F_t$ is the total force acting on this bead [associated with the quantum and intermolecular potentials identified in Eq. (8)] and the centroid force $F_c$ is defined by

$$F_c = \frac{1}{P} \sum_{i=1}^{P} F_i. \quad (9)$$

By implementing the constraint $\sum_{i=1}^{P} p_i = 0$, and since by definition $\sum_{i=1}^{P} F_{t_{\text{bead}}} = 0$, a calculation of the centroid force $F_c$ is easily carried out while the centroid, or “beads’ center-of-mass,” will be a conserved quantity in the dynamics.\textsuperscript{18}

**B. CMD for rigid bodies**

The discussion presented above can be extended to the treatment of a collection of rigid objects. For present purposes it is sufficient (although not necessary) to assume that these bodies posses a classical-like mass but a relatively small (quantum-like) inertia moment at a certain finite temperature. It is clear that the coordinates of any of these rigid objects can be specified by a (unique) center-of-mass position and a quantum (uncertain within a certain neighborhood) orientation. As a consequence, an effective potential can be defined by introducing the concept of an *orientational centroid* and by taking into account the (molecular) *orientational uncertainty* by analogy to the Cartesian develop. Thus, in view of the similarity in the physical meaning of the translational and rotational centroids, the calculation of equilibrium and dynamical properties can then be carried out by evaluating the centroid forces and centroid torques according to the CMD approximation. (Although, in general, a rotational imaginary time path could close into itself\textsuperscript{19} such a phenomenon will effectively not occur in liquid water, as will be seen below.) However, the extension of the centroid methodology to rotations\textsuperscript{18} while initially appearing straightforward, also has several subtleties, not the least of which include the well-known noncommutativity property of finite rotations. Additionally, in resolving the problem, three frames will be required to describe rotations, the laboratory frame with respect to which the centroid moves, the centroid frame with respect to which the beads move, and the local frames of the beads.

Analogous to the translational case, a rotational Hamiltonian can be defined for a single quantum rotor in a classical potential as

$$H = \sum_{i=1}^{P} \left[ \frac{L_{i,t}^2}{2I_{i,t}} + \frac{L_{i,t}^2}{2I_{i,t}'} + \frac{1}{P} \Gamma(t+1,t) \right] + \frac{1}{P} \mathbf{V}(r,q_i), \quad (10)$$

where the first (kinetic) term is, as before, arbitrary, the second term is of a quantum nature (and can be easily derived from the free orientational density matrix of a spherical top),\textsuperscript{3,20} and the third term is due to the external classical potential which depends on the center-of-mass position ($r$) and the orientational coordinates (the quaternion, $q_i$). In the second term of Eq. (10) (generalized for three-dimensional rotations) the inertia moment is approximated by $I = \frac{1}{3}I_x I_y I_z$. $\Gamma(t+1,t) = \pi \arccos(\xi_{t+1})$ represents the rotation angle (or arclength) between the beads $t+1$ and $t$, and $\xi_{t+1}$ is the scalar element of the composite quaternion between $q_i$ and $q_{t+1}$. $\xi_{t+1}$ can be calculated from

$$\xi_{t+1} = q_0^t q_{t+1} q_1^t q_{t+1} q_2^t q_{t+1} q_3^t q_{t+1}, \quad (11)$$

where $q_i = (q_0^i, q_1^i, q_2^i, q_3^i)$ and $q_{t+1} = (q_0^{t+1}, q_1^{t+1}, q_2^{t+1}, q_3^{t+1})$ are the quaternion parameters that specify the orientations of the beads $t$ and $t+1$, respectively.

The orientational centroid can be conserved dynamically by requiring the sum of the torques acting on the beads to be zero in the centroid frame,

$$\sum_{i=1}^{P} T_{i_{\text{bead}}} = 0, \quad (12a)$$

and by imposing the initial constraint on the angular momentum sum in the centroid frame,

$$\sum_{i=1}^{P} L_i = 0. \quad (12b)$$

The torque $T_{qu}$ (due to the harmonic orientational coupling between beads) acting on a particular bead $t$ can be expressed in quaternion form as

$$T_{qu} = T^{(t+1)} + T^{(t-1)} = \frac{2IP}{\hbar^2 \beta^2} \left[ \frac{\partial \xi_{t+1}}{\partial q^{t+1}} \right] + \frac{\Gamma(t-1,t)}{\sqrt{1 - \xi_{t-1}}} \left[ \frac{\partial \xi_{t-1}}{\partial q^{t-1}} \right], \quad (13)$$

where the derivatives need to be evaluated considering the unitary constraint on the quaternions parameters (see Ref. 18 for details). Clearly, the total torque $T_c$ acting on the bead $t$ of a particular molecule will also include a torque $T_{class}$ due to the intermolecular orientational interaction, i.e., $T_t = T_{qu} + T_{class}$. Analogous to the translational case, we can define $T^t_{bead} = T_t - T_c$, where the centroid torque is

$$T_c = \frac{1}{P} \sum_{i=1}^{P} T_i. \quad (14)$$

Utilizing the torques $T^t_{bead}$ adduced above, in conjunction with the centroid constraint of Eq. (12b), a dynamics can be generated such that the “orientational neighborhood” is
sampled and the average centroid torque (and the centroid force) estimated. However, an important difference in relation to translational motion is that within the context of the finite-difference methods used to solve the equations of motion, finite rotations do not commute and a small error arises associated with the preservation of the orientational centroid. Therefore, as the bead dynamics proceed it is seen that the real centroid drifts slightly from the original or ideal orientational centroid. This error can be eliminated by exploiting the geometric properties of the quaternion parameters together with the aid of a definition for the orientational centroid.

The question of how to enforce the conservation of the orientational centroid can be handled, without loss of generality, by letting the orientational centroid be the quaternion \((1,0,0,0)\) and correcting the orientation of one bead in terms of the orientations of the remaining beads. The two-bead case is straightforward (since the beads are inverse quaternions of each other, \(q^t_2=q^{-1}_t\)) and the three-bead case has been recently solved in Ref. 18. Thus, iterative procedures based on the two-bead and three-bead expressions are easily implemented for an arbitrary number of beads. Such a procedure can then be used in addition to the dynamical constraint on the torques described above [see Eq. (12)] to guarantee conservation of the centroid during the integration of the beads’ equations of motion. It should be clear at this point that the above procedure could also be utilized in a Monte Carlo algorithm to determine sets of bead quaternions that satisfy the centroid, thereby providing an alternate means for the evaluation of the constrained path integral.

A final concern involves the definition of the orientational centroid. The orientational centroid can be defined as that orientation \(\bar{q}_c\) that satisfies,

\[
\min \left[ \sum_{t=1}^{P} \Gamma^2(q_c,q_t) \right],
\]

where \(\Gamma(q_c,q_t)\) is the rotation angle (or arclength) between the centroid orientation and the orientation of bead \(t, q_t\). With this definition one can obviously find the centroid of a set of orientations through a Monte Carlo search that exploits this minimization condition as a criterion for rejection/acceptance of trial centroid moves. Convergence is then achieved by finding that trial centroid that can no longer be improved. Such a search procedure also allows one to confirm centroid conservation at any stage of a CMD simulation. Other minimization algorithms designed to average quaternions have also been published recently. It is interesting to note that a similar minimization algorithm could be implemented for the determination of the translational centroid; however, it is much easier to find analytically by using Eq. (7). Unfortunately, an analytical definition for the orientational centroid is not known.

III. SIMULATION DETAILS

Classical molecular dynamics simulations were performed for liquid water at 25 °C. A Gaussian thermostat was used to control the temperature of 256 molecules that interact through the TIP4P (Ref. 8) pair potential at a constant density of 0.998 g/cm. The Ewald summation technique with a truncated octahedron simulation cell was utilized in combination with periodic boundary conditions. The equations of motion were integrated using a fourth order Gear predictor corrector algorithm, in which the rotational degrees of freedom were represented with quaternions. Quantum simulations were performed under the same conditions with the additional bead dynamics controlled with a separate Nosé-Hoover chain thermostat for each bead and the appropriate bead constraints. The time steps used in the classical and quantum simulations were of 1 fs and 0.125 fs, respectively. The imaginary time dynamics was carried out with a time step of 0.5 fs with inertia moments (for each axis) on each bead twice that of the real molecule. The classical and quantum simulations were equilibrated for 0.1 ns and averaged for 0.5 ns.

The convergence, with respect to \(P\), in the quantum simulations of liquid water is very clearly seen in the average interaction energies presented in Fig. 1 (where the value of \(P=1\) is the classical result). It is important to have demonstrated convergence particularly when examining isotopic effects in quantum simulations. In Fig. 1, we have included an error bar for each value. Although the values for \(P=3\) and 4 account for a significant part of the quantum effect, convergence is only attained for \(P=5\) and 6 where intermolecular potentials are the same within the statistical error. Further evidence of the convergence of the results with respect to \(P\) is obtained by checking other equilibrium and dynamical properties of the liquid. Figure 2 shows the convergence of the oxygen-hydrogen radial distribution function for simulations carried out with values of \(P=3, 4, 5\) and 6. The simulation with \(P=3\) differs only slightly (shifted towards more classical behavior) from the results for \(P=4, 5,\) or 6, which are otherwise indistinguishable. Figure 3 shows the similarity in the translational and rotational velocity time correlation functions for \(P=4, 5,\) and 6, where again the curves for \(P=3\) (not shown in this figure) demonstrate slightly shifted behavior. From this analysis we can conclude that the use of a value of \(P=5\) for the discretization parameter provides converged results in the present quantum simulations. It is
important to note that in previous equilibrium PIMD calculations of Rossky and co-workers with rigid water models, convergence was also observed with $P = 5$. We also remark that this relatively low value of convergence with $P$ is one of the assets of the present rigid-body approach; the value of $P$ for the quantum description of the hydrogen in water is typically more than 20 (Refs. 6 and 12) (Ref. 10 is an exception to this since $P$ was set to 16, however, convergence was not demonstrated).

There are essentially two ways to evaluate path integrals via molecular dynamics coupled with the centroid evolution. In the primitive algorithm, the centroids have a classical-like time step and are only propagated further once sufficiently well-converged averaged (centroid) forces and torques have been accumulated; in the adiabatic approach, a very small centroid (real) time step is used together with very small bead masses (relative to the real centroid mass) such that the beads move much faster than the centroid. The adiabatic approach is significantly more efficient and is usually implemented on suitable coordinates that uncouple the centroid motion and the bead motion (normal coordinates). In the present study, a “quasiadiabatic” approach has been chosen. In this approach a small number of steps in imaginary time are performed for every small centroid time step. A number of tests to address its reliability have been carried out. A centroid time step significantly smaller than the usual classical time step ($0.125$ fs) was chosen and several values for the number of imaginary time steps were tested. It is clear that the results should be independent of the number of imaginary time steps performed at each real time step provided that a small enough real time step has been chosen and that convergence (in the adiabatic sense) of the centroid forces and centroid torques has been achieved. It was found that structural functions such as $g_{O-H}(r)$, or the average energies, are unchanged by the use of 3 or 5 imaginary steps (this explicit comparison is not shown). A more challenging test is perhaps in the dynamical properties; results for the linear velocity and angular velocity autocorrelation functions are shown in Fig. 4. The results obtained with 3 or 5 imaginary steps are identical within the estimated errors. As a consequence, three imaginary time steps were used for each real time step in all remaining simulations. We remark that testing utilizing the primitive algorithm (with 300 imaginary steps per regular centroid step) confirmed the validity of our quasiadiabatic implementations of CMD.

IV. RESULTS AND DISCUSSION

A. Equilibrium properties

The oxygen-oxygen and oxygen-hydrogen radial distribution functions were calculated for H$_2$O and D$_2$O via classical MD and rigid-body CMD techniques; they are presented in Figs. 5 and 6. These structural functions, as determined from classical molecular dynamics, are essentially identical for H$_2$O and D$_2$O, thus we have chosen not to include the classical D$_2$O radial distribution results. Figure 5 compares the oxygen-oxygen radial distribution functions for classical H$_2$O and quantum H$_2$O and D$_2$O. As expected, the quantum H$_2$O is the least structured and the classical H$_2$O (D$_2$O) is the most structured, while the quantum D$_2$O result lies in between. Hence, it is clear that as the system becomes more quantum mechanical, there is effectively a softening of the structure with diminished peaks and raised...
valleys. This trend agrees with previous quantum simulation results performed on either flexible\textsuperscript{4,6,12} or rigid water models,\textsuperscript{3,5} although the present results exhibit much better convergence (as can be seen in the inset of Fig. 5), presumably, due to the longer length of real time simulation. The oxygen-hydrogen radial distribution functions, shown in Fig. 6, confirm this interpretation. The peak at 1.9 Å, associated to the hydrogen bond, clearly shows that classical H\textsubscript{2}O water exhibits the strongest hydrogen bonding, followed by the quantum D\textsubscript{2}O and quantum H\textsubscript{2}O liquids, respectively. The agreement between these results and previous simulations using flexible models confirms the previous observation\textsuperscript{5} that most of the quantum effect in water comes from rotational uncertainty. Furthermore, the agreement between the present results and previously reported\textsuperscript{3} simulations with rigid water models reaffirms a very important property of CMD, that of generating equilibrium averages if the system is ergodic.\textsuperscript{17} We remark that the simulations presented here are carried out with a centroid orientational constraint, while those of Rossky and co-workers\textsuperscript{3,5} utilized rigid-body quantum simulations where nonconstrained path integrals were evaluated.

The apparent softening of the intermolecular interactions found in the quantum simulation results presented above (using a rigid model approximation) appears as a consequence, exclusively, of the effect of quantum mechanics upon molecular orientations. In Fig. 7 probability distributions as mapped by the rigid-body CMD methodology are shown representing the quantum mechanical rotational uncertainty of light and heavy water molecules in their liquids. In this figure the symbols represent explicit data points, while the continuous lines represent fits of these points to the expected Gaussian behavior. The tails of the probability distributions are expanded in the inset with a logarithm scale. As expected, the H\textsubscript{2}O molecule has a significantly larger orientational uncertainty than the D\textsubscript{2}O molecule, and this leads to an increased softening of the effective intermolecular potential for H\textsubscript{2}O in relation to D\textsubscript{2}O. The average orientational uncertainties (calculated as twice the average rotation angle between the beads and the centroid) of the H\textsubscript{2}O and D\textsubscript{2}O molecules are 11.3° and 8.9°, respectively, which is somewhat smaller than the value derived from the estimated de Broglie wavelength (∼0.3 Å of a free proton) at room temperature. It is also apparent, from Fig. 7, that the probability
of finding an angle between any bead and the centroid larger than $\pi/2$ (90°) is effectively zero, which is a requirement for the existence of a unique rotational centroid in the present approach.\textsuperscript{18}

In Table I we report values of the potential energies obtained in the present classical and quantum simulations and compare them with previous calculations. The relative change in the potential energy due to the rotational quantization for the H\textsubscript{2}O and D\textsubscript{2}O systems is 8.8% and 5.9%, respectively. It can be clearly seen that the classical-to-quantum shift in energy for light water is essentially identical to the relative changes found by Lobaugh and Voth using the CMD methodology in an atomic approach on a flexible model.\textsuperscript{12} Our relative changes for H\textsubscript{2}O and D\textsubscript{2}O, however, are somewhat larger than those reported by Rossky and co-workers.\textsuperscript{5} It is worth mentioning that the energy difference between the quantum D\textsubscript{2}O and quantum H\textsubscript{2}O simulations is 1.2 kJ/mol, and this result is very close to the difference in the experimental heats of vaporization of D\textsubscript{2}O and H\textsubscript{2}O \textsuperscript{12}.

Finally, it is worth noting that although a very recent first-principles study has reported that the "softening" observed above is apparently compensated by an increase in the molecular dipole moment,\textsuperscript{10} the extent of this balance, is not known quantitatively nor is the relationship between their energies and the experimental heats of vaporization.

B. Dynamical properties

Since the translational degrees of freedom have not been quantized, the translational dynamical information of the present quantum simulations is immediately available from the centroid time correlation function. The velocity time autocorrelation function for classical and quantum H\textsubscript{2}O and D\textsubscript{2}O systems is presented in Fig. 8. It is apparent that there is a significant difference between the classical and the quantum results of liquid H\textsubscript{2}O [see Fig. 8(a)]. The principal changes seen in this function are the loss of structure (i.e., a dampening of the oscillatory behavior) and a shift of the maxima and minima to longer times for the quantized systems with respect to the classical simulation result. These differences are consistently smaller in the D\textsubscript{2}O system, although still noticeable [see Fig. 8(b)]. In order to interpret this effect, we remark that the principal intermolecular forces in water (hydrogen bond interactions) are very directional, but in the quantum system the forces are averaged over the molecular rotational uncertainty. These averaged (or centroid) forces are smaller than the classical ones, and consequently they generate a more strongly dampened velocity time correlation function with maxima and minima shifted towards longer times. Hence, the quantum system is not only less structured in space (as discussed above) but is also less correlated in time in comparison with the classical system. We have also observed that for the Cartesian components of the velocity time correlation function (not shown) each of the individual $x$, $y$, or $z$ components of the velocity time correlation function experience such "softening"; however, there is no evidence of this shift being particularly larger in any specific direction.

Table II presents the translational self-diffusion coefficients and their local frame components obtained for the classical and quantum simulations of light and heavy liquid water through the well-known relationships.\textsuperscript{22,26}
TABLE I. Intermolecular potential energies obtained in the classical and quantum simulations in kJ/mol.

<table>
<thead>
<tr>
<th>System</th>
<th>Classical</th>
<th>Quantum</th>
<th>Relative shift (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H₂O</td>
<td>D₂O</td>
<td>Class/H₂O</td>
</tr>
<tr>
<td>This work</td>
<td>41.05±0.02</td>
<td>-37.43±0.02</td>
<td>38.63±0.02</td>
</tr>
<tr>
<td>TIP4P</td>
<td>-41.9</td>
<td>-39.1</td>
<td>-39.9</td>
</tr>
<tr>
<td>SPC</td>
<td>-42.7</td>
<td>-39.7</td>
<td>-40.5</td>
</tr>
<tr>
<td>SPC/²</td>
<td>-47.51±0.04</td>
<td>-43.69±0.06</td>
<td>...</td>
</tr>
<tr>
<td>SPC/F;¹</td>
<td>-49.44±0.04</td>
<td>-45.36±0.05</td>
<td>...</td>
</tr>
<tr>
<td>MCDHO</td>
<td>-47.40±0.08</td>
<td>-41.0±0.4</td>
<td>...</td>
</tr>
</tbody>
</table>

⁵Reference 5.
⁶Reference 12.
⁷Reference 6.

\[ D_\alpha = \int_0^\infty \langle [v_\alpha(0) \cdot e_\alpha(0)] \cdot [v_\alpha(t) \cdot e_\alpha(0)] \rangle dt, \]  
and

\[ D = \frac{1}{2} \sum_\alpha D_\alpha, \]

where \( e_\alpha \) are the unit vectors of the principal frame (\( \alpha = x, y, z \)) and \( v_\alpha(t) \cdot e_\alpha(0) \) is the \( \alpha \) component of the linear velocity of the center of mass defined in the local frame at \( t=0 \). The local frame is defined such that the \( z \) axis lies along the axis of symmetry and \( x \) axis is in the plane of the molecule. As can be seen from Table II the quantum self-diffusion coefficients are, as expected, larger than the classical values, the effect being most pronounced for light water. The discrepancy between the absolute values and the experimental results are due to the TIP4P parametrization of the water-water interaction which, even classically, overestimates the self-diffusion coefficients. We note, however, that the isotopic ratio of the self-diffusion coefficient from the quantum calculations is significantly closer than the corresponding classical value to the experimental isotopic ratio, which implies that the quantum simulations much more accurately capture the differences between the dynamics of H₂O and D₂O. The isotopic ratio obtained from our classical simulations with the TIP4P potential are in excellent agreement with that previously obtained for the SPC/E model,²⁶ confirming the inability of classical dynamics to capture isotopic effect in liquid water.

The effect of quantization given as the ratio \( D_{\text{quan}}^{\text{H}_2\text{O}}/D_{\text{class}}^{\text{H}_2\text{O}} \) is in very good agreement with previously reported results from CMD simulations. The ratio \( D_{\text{quan}}^{\text{H}_2\text{O}}/D_{\text{class}}^{\text{H}_2\text{O}} \) of 1.7±0.8 reported by Lobaugh and Voth¹² is statistically indistinguishable from the present value of 1.53±0.09. We note that Guil-lot and Guissani¹³ also found a ratio of 1.7, but have not reported error bars. It is important to emphasize that the roughly 50% increase in the translational diffusion constant, when going from classical to quantum dynamics (for liquid H₂O), is very significant taking into account that this effect is an indirect consequence of the quantization (in the sense that is the rotational and not the translational motion that has been treated quantum mechanically). The fact that the orientational quantization is found to have a significant impact on the translational dynamics is clearly a consequence of the strong coupling between the rotational and translational motions of water molecules in the liquid.

In order to determine angular-velocity quantum time correlation functions, we recall that the CMD approach offers the possibility of extracting approximated quantum correlation functions, \( A(t)A(0) \), from the centroid correlation function, \( A^c(t)A^c(0) \), which can be accumulated during the simulation. These two correlation functions are related in frequency space by¹²,¹⁶,¹⁷

\[ I(w) = (hw/2)[\coth(hw/2) + 1]I^c(w), \]

where \( I(w) \) and \( I^c(w) \) are the Fourier transforms of the quantum and centroid correlation functions, respectively. In Fig. 9 we show the components of the angular velocity time correlation function of liquid H₂O as obtained from classical and quantum simulations. In the \( x \) component, we see a shift of the maxima and minima in the quantum correlation function towards longer times with respect to the classical. In the

TABLE II. Translational self-diffusion coefficients in 10⁵ cm²/s for TIP4P liquid water at 25 °C. The errors of the calculated values are about 1%. The experimental values are from Ref. 26.

<table>
<thead>
<tr>
<th>System</th>
<th>D</th>
<th>Dₓ</th>
<th>Dᵧ</th>
<th>Dz</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O</td>
<td>3.58</td>
<td>3.36</td>
<td>4.25</td>
<td>3.14</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>5.48</td>
<td>5.18</td>
<td>6.51</td>
<td>4.74</td>
<td></td>
</tr>
<tr>
<td>D₂O</td>
<td>3.45</td>
<td>3.22</td>
<td>4.14</td>
<td>2.98</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>4.57</td>
<td>4.35</td>
<td>5.39</td>
<td>3.97</td>
<td></td>
</tr>
<tr>
<td>H₂O/D₂O</td>
<td>1.04</td>
<td>1.04</td>
<td>1.03</td>
<td>1.05</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>1.20</td>
<td>1.20</td>
<td>1.21</td>
<td>1.19</td>
<td></td>
</tr>
</tbody>
</table>
y and z components, we additionally observe a very significant dampening of the oscillations in the quantum functions relative to the classical ones.

These observations are further clarified in Fig. 10 where we show the power spectra of two components of the angular velocity time correlation function. Since the z and y components (which are oriented along the dipole moment and perpendicular to the molecular plane, respectively) have similar time dependence (see Fig. 9), their power spectra have a similar shape and we have chosen to include only one of them. The power spectrum of the x component, which is associated with the smallest inertial moment, appears skewed towards higher frequencies while the y and z components have a more symmetric shape. The observed bands at about 700 and 500 cm$^{-1}$, which are due to the librational oscillations of the molecule in the liquid, are clearly shifted to lower frequencies in the quantum simulation. This shift to lower frequencies observed in the quantum simulation results is, obviously, a reflection of the slower oscillatory behavior in the quantum time correlation functions in relation to the classical behavior, as seen in Fig. 9. The dampening of the oscillations of the y component of the quantum time correlation function (see Fig. 9) appears in Fig. 10 as a decrease in the intensity of the principal band in its power spectrum. These effects can again be associated with the apparent softening of the interaction potential as a consequence of the CMD averaging of the centroid torques, and as expected they were found to be smaller for D$_2$O than for H$_2$O. The differences observed between the effects of quantization on the x, y, and z components of the angular velocity appear to be a consequence of the uneven impact of the softening within the (heterogeneous) local molecular environment. It is interesting to point out that direct use of the centroid angular velocity time correlation function instead of the approximate quantum time correlation function [obtained from Eq. (15)] does not change the above observations indicating that most of the effects of quantization are already captured directly with the classical-like evolution of the centroid (due to the effective centroid potential).

The single-molecule orientational autocorrelation functions, $C_1^z(t)$ and $C_2^z(t)$, defined as

$$C_i^z = \langle P_i[\vec{z}(t) \cdot \vec{z}(0)] \rangle,$$

where $\vec{z}$ is the z axis of the molecule (aligned with molecular dipolar vector) and $P_i$ denotes the Legendre polynomial of order $k$, were obtained from the present simulations of the liquid H$_2$O and D$_2$O systems. Spectral functions were calculated as

$$I_k^i = w^2 \text{Re} \int_0^\infty C_k^i(t) \exp(iwt) dt.$$

The functions $C_1^z(t)$, $C_2^z(t)$, $I_1^i(w)$, and $I_2^i(w)$ determined for the liquid H$_2$O system are presented in Figs. 11 and 12. A significant increase of the rate of decay is observed in Fig. 11 in the time-domain behavior of $C_1^z(t)$ and $C_2^z(t)$ from the quantum simulations. A slight shift to longer times of the peak at about 0.1 ps is better resolved in the frequency do-

![FIG. 9. The x, y, and z components of the angular velocity time correlation function obtained from classical (dashed line) and quantum (solid line) simulations of liquid H$_2$O.](image)

![FIG. 10. Power spectra of the x and y components of the angular velocity time correlation function of liquid H$_2$O. The dotted lines correspond to the classical simulation and the solid lines correspond to the quantum simulation.](image)
main spectrum of Fig. 12 as a shift to lower frequencies of the quantum result. The wide band located from 300 to 700 cm\(^{-1}\) in Fig. 12 is characteristic of the molecular-librational motion of the molecular dipole in the liquid and has been previously reported in Raman experiments\(^{27}\) and in classical simulation studies of light and heavy liquid water.\(^{28}\) It is interesting to note that the shift observed here is somewhat similar to the one reported previously in classical simulations\(^{28}\) and associated with an increase in the temperature of the liquid. The analogy between quantum effects and the motion of the molecular dipole in the liquid has been previously reported in Raman experiments\(^{27}\) and in classical simulations\(^{28}\) and associated with the softening of the potential which this analogy is valid in the equilibrium and the dynamical properties of liquid water. As expected, we also found the shift associated with the softening of the potential stronger within liquid H\(_2\)O than in D\(_2\)O in relation to their classical counterparts.

From the quantum and classical orientational autocorrelation functions, \(C_1(t)\) and \(C_2(t)\), relaxation times can be calculated and compared. The single molecule orientational correlation times, or self-times, have been obtained by integrating the appropriate autocorrelation functions, i.e., \(\tau_k^c = \int_0^\infty C_k(t)dt\). In this study the orientational autocorrelation functions have been determined to sufficiently long times (2 ps) to allow the dominant contributions to \(\tau_k^c\) to be obtained by direct numerical integration. The appropriate tail corrections to the self-times were evaluated by assuming a simple exponential decay in \(C_k(t)\) at long times. The self-times values obtained, listed in Table III, are similar to those reported previously by other authors\(^{12,26}\) and represent a further confirmation of the faster diffusive motion in a quantum liquid than in a classical one. For example, the ratio \((\frac{\tau_1^{\text{class}}}{\tau_1^{\text{quant}}})\) was reported by Lobaugh and Voth as 1.5±0.5 while in this study we have obtained extensively the same value, 1.6±0.07, where the considerable smaller errors bars arise from the much longer real-time trajectories of the present work. It is clearly seen from Table III that quantization sharply decreases the relaxation times for liquid H\(_2\)O, and it has a lesser impact in D\(_2\)O, as expected and in agreement with the results presented above.

The collective (or dielectric) relaxation times obtained from

\[
\tau_D = \int_0^\infty \frac{\langle \mathbf{M}(t) \cdot \mathbf{M}(0) \rangle}{M^2} dt
\]

for classical and quantum simulations of D\(_2\)O and H\(_2\)O are also presented in Table III. It can be again seen that the impact of rotational quantization is quite significant, especially in H\(_2\)O. While the absolute values obtained from the quantum simulations shift farther from the experimental results, the isotopic ratios calculated from the quantum simulations appear to approximate more closely the experimental isotopic ratio. However, the relatively large errors associated with these collective relaxation times make it difficult to draw any specific conclusions about the values of the ratios given in Table III. Nevertheless, the errors associated with the present results are considerably smaller than those of other quantum simulation studies.\(^{12}\)

<table>
<thead>
<tr>
<th>System</th>
<th>(\tau_1^c)</th>
<th>(\tau_2^c)</th>
<th>(\tau_D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)O Class</td>
<td>2.79±0.03</td>
<td>0.952±0.005</td>
<td>7±1</td>
</tr>
<tr>
<td>H(_2)O Quant</td>
<td>1.71±0.03</td>
<td>0.578±0.005</td>
<td>4±1</td>
</tr>
<tr>
<td>H(_2)O Expt.</td>
<td>...</td>
<td>...</td>
<td>8.3</td>
</tr>
<tr>
<td>D(_2)O Class</td>
<td>3.16±0.03</td>
<td>1.073±0.005</td>
<td>7±1</td>
</tr>
<tr>
<td>D(_2)O Quant</td>
<td>2.33±0.03</td>
<td>0.781±0.005</td>
<td>5±1</td>
</tr>
<tr>
<td>D(_2)O Expt.</td>
<td>...</td>
<td>...</td>
<td>10.4</td>
</tr>
<tr>
<td>D(_2)O/H(_2)O Class</td>
<td>1.13</td>
<td>1.13</td>
<td>1.0</td>
</tr>
<tr>
<td>D(_2)O/H(_2)O Quant</td>
<td>1.36</td>
<td>1.35</td>
<td>1.2</td>
</tr>
<tr>
<td>D(_2)O/H(_2)O Expt.</td>
<td>1.26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

In this paper we have discussed the application of the CMD methodology to systems of rigid bodies and we have implemented this technique to investigate liquid water at room temperature. Using a simple (rigid) water model, the TIP4P potential, we have systematically examined isotopic effects in the bulk properties of water. With this approach we have successfully reproduced results for the equilibrium and dynamical properties of light and heavy water as obtained from experiment and from previous path integral simulations.

Since this paper reports an initial study where CMD has been applied to the simulation of a model liquid system in which the molecules have been treated as rigid bodies, considerable attention was paid to the parametrization and characterization of the methodology. It was shown that the removal of the vibrational degrees of freedom, accompanied by the relatively low value of the discretization parameter \((P = 5)\) required for convergence, allow the present approach to be significantly (at least 20 times) faster than standard CMD. Additionally, its validity was confirmed by the fact that the rotational CMD technique recovers at a quantitative level essentially the full effect of quantization observed previously in quantum simulations with flexible models. This also implies that even within quantum dynamics, flexibility does not play a critical role in determining the bulk properties of liquid water. Furthermore, as a result of the considerably enhanced computational efficiency of the rigid-body CMD simulations, it was possible to generate significantly longer real-time trajectories with the accompanying reduction in the statistical errors in the properties of interest.

Explicit inclusion of the orientational degrees of freedom additionally allow a quantitative analysis of the rotational uncertainty of the \(\text{H}_2\text{O}\) and \(\text{D}_2\text{O}\) water molecules and its effect on the components of the angular velocity time correlation function. As expected, we have found a notably larger impact of quantization in \(\text{H}_2\text{O}\) than in \(\text{D}_2\text{O}\). Its influence on rotational dynamics, particularly librational motion and dipole relaxation times, is consistent with a "softening" of the intermolecular interactions. The enhancement of the linear self-diffusion coefficient (by roughly 50\%) is an indirect effect of quantization and reflects the importance of rotational-translational coupling in the dynamics of liquid water.

This study confirms that, whereas classical simulations are unable to, quantum dynamical calculations can within a rigid-body approximation reproduce the known isotope effects in water. In future work we will use rigid-body CMD simulations to examine the temperature dependence of quantum effects in liquid water, to investigate the coupling between quantization and the local structure surrounding a molecule, and to explore quantum effects in ice.
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