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Abstract

Dependencies among requirements significantly impact the design, development, and testing of evolving software products. Requirements Dependencies Extraction (RDE) is a cognitively complex task due to rich semantics in natural language-based requirements, which impose challenges in automating the extraction and analysis of dependencies. The challenges intensify further when dependency types are considered. RDE is a part of the extensive decision support system to make effective software release planning, development, and testing decisions.

Recently, Machine Learning and Natural Language Processing techniques have successfully automated tasks in Requirements Engineering to a large extent. Despite this success, there are some challenges to the automation of RDE - 1) Due to the nature of the problem, it is cognitively difficult to identify all the dependencies among requirements; hence generating or procuring high-quality annotations for automation through Machine Learning is an arduous task. 2) In the real-world, unlabelled data is abundant and supervised ML techniques need a training set. Lack of data for training is one of the challenges when using ML for RDE. 3) Textual requirements lack structure due to natural language, and feature extraction (transformation of the raw text into suitable internal numerical representations i.e. feature vector) techniques of NLP lead to ML techniques’ success. However, feature extraction method identification and application are cost and effort-intensive. 4) While there is a broad spectrum of Machine Learning techniques to choose from for RDE automation, not all techniques are economically viable in all the scenarios considering data size and effort investment. Hence, there is a need to evaluate the ML techniques beyond just performance measures for effective decision making.

This thesis addresses these challenges and provides solutions. The results described in this thesis are derived from a series of empirical studies on industry and open-source software (OSS) datasets. The main contributions are as follows:

• Performed a comprehensive assessment of Weakly Supervised Learning and Active Learning (AL) to address the data acquisition challenges using public and OSS datasets. Additionally, we compared Active Learning with Ontology-based retrieval (OBR) and further developed a hybrid solution that showed a 50% reduction in the labeling (human) effort for the two industry dataset evaluations from: Siemens Austria and Blackline safety.

• Evaluated and compared a conventional ML-based Transfer Learning and state-of-the-art Deep Learning (DL) method (Fine-tuned Bidirectional Encoder Representations from Transformers (BERT)) for 6 Mozilla products (OSS) to address lack of training data challenge. We showed that the DL method outperformed the within project’s conventional ML models by 27% to 50% (on F1-score measure).
• Demonstrated that the state-of-the-art DL method (fine-tuned BERT) could successfully overcome the feature extraction challenge of RDE as fine-tuned BERT outperformed conventional ML methods by 13% to 27% on the F1-score for the Firefox, Redmine and Typo3 product’s datasets. Also, we showed that fine-tuned BERT successfully predicted the direction of dependency.

• Utilized a nine-stage ML process model and proposed a novel ROI of ML classification modeling approach. ROI of ML classification showed scenarios when it is viable to utilize complex methods over conventional methods considering the cost and benefits of data accumulation. Utilizing OSS datasets for evaluations and practitioner inputs for cost factors, we showed accuracy and ROI trade-offs in ML approach selection for RDE. Thus, we have demonstrated empirical evidence of ROI as an additional criterion for ML performance evaluation.
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Epigraph

In my pursuit of joy:

निद्धा ददाति विनयं किनयादाति पात्रताम्।
पात्रताकानमामोलि क्षमास्म ततः सुखम्॥ ५॥

vidyA dadAti vinayaM, vinayAdyAti pAtrAtAM |
pAtrAtvAddhanamApnoti, dhanAddharmaM tataH sukhaM || 5 ||

- Hitopadesha, Narayana Pandit, 14th century scholar

Meaning: Knowledge makes one disciplined and humble, humility begets worthiness, from worthiness one creates wealth and enrichment, enrichment leads to right conduct, from that (comes) joy (and contentment).

Chapter 1

Introduction

Requirements Engineering (RE), referred to as the secret weapon for better AI and better software \[23\], has received considerable attention in research due to its implication on software project success \[69\]. RE is an early life-cycle process that precedes analysis, design, coding and testing. It has been regarded as decision-centred, and recent analytics trends have enabled proactive decision making for developing software-intensive products further \[104\]. To aggregate the pain in RE two successive survey runs with industry (practitioners) \[159\] \[69\] \[45\] were carried out. They confirmed that the requirements are primarily documented in natural language (textual form). Also, managing changing (over time and frequently) requirements is a continuous process handled mainly through manual efforts.

Dependencies among requirements are concerned with the relationships between requirements and their impact on various activities in the software development process \[43\]. There are a variety of dependency types such as Requires,

Table 1.1: Sample dependency pair from Firefox dataset: Requires is a directed dependency and the dependency direction is from left to right in the following examples.

<table>
<thead>
<tr>
<th>Dependency type</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requires</td>
<td>1432952</td>
<td>add ability to associate saved billing address with payment card in add/edit card form</td>
</tr>
<tr>
<td></td>
<td>1394451</td>
<td>update illustration for error connection failure</td>
</tr>
<tr>
<td></td>
<td>1524948</td>
<td>introduce session group to allow to manage multiple session at same time</td>
</tr>
<tr>
<td></td>
<td>1429180</td>
<td>option to use new billing address when adding new payment card</td>
</tr>
<tr>
<td></td>
<td>1358293</td>
<td>ux error connection failure copy design and illustration update</td>
</tr>
<tr>
<td></td>
<td>1298912</td>
<td>multiple snapshot perform periodic session backup and let user restore particular backup</td>
</tr>
</tbody>
</table>

And, Or, Precedence etc. Few of the sample requirements pairs of the Requires dependency are as shown in Table 1.1. The term “dependency” can have a different connotation in implementation space, feature efforts space, feature value space and feature usage space \[133\]. Requirements Dependency Extraction (RDE) is process of identifying the relationship and its type between a pair of requirements.
Other industry surveys conducted to understand the pain of RDE confirmed that more than 80% of the requirements are in some form of dependency with others.

**Practical Relevance:** Figure 1.1 is an illustration of the practical relevance of considering requirements dependencies for incremental and iterative software development. Having multiple release cycles: \( R_{i-1}, R_i, R_{i+1} \) defines the order of implementing and testing new or updated features. However, if a requirement is implemented in a release \( R_i \) but requires a requirement implemented in a later release, then the requirement will not be usable. Similar arguments hold for two requirements that are related to each other but are implemented in different releases. Thus, identifying the dependencies early on is crucial as it drives the implementation as well as testing and rework efforts immensely.

![Figure 1.1: Requirements dependencies across various releases of a project](image)

**Changing requirements:** Software development is an incremental, iterative and dynamic process. Requirement changes are one of the most crucial aspects that occur during requirement specification, as a change in a requirement can trigger changes in other related requirements. Relationships between requirements act as a basis for change propagation analysis and drive various software development decisions. Additionally, such change propagation challenges the developers because it consumes substantial efforts due to the natural language in requirements definitions. Hence, it is crucial to know/extract all possible relationships that could occur among the requirements for a product’s success.

**Disregarded dependencies:** Ignoring or not taking dependencies into account early on could potentially result in rework in the design, development and testing of the product’s life cycle. This additional effort increases the investment and decreases the value of the product. Moreover, some of the dependent features might be deemed unusable and dysfunctional in the absence of others. For example, disintegrating a user story/scenario into a meaningful sequence and combining software features is a non-trivial effort that can not be achieved if dependencies are disregarded or missed.

**Magnitude of the problem:** For pair-wise dependencies, just with \( n = 50 \) requirements, assuming it takes one minute to verify one of the possible \( n^2(n-1)/2 \) dependencies, it would take approximately 20 person-hours effort. This effort will grow drastically due to new or changed requirements, given the dynamic nature of software evolution. Thus, it is explicable that given the number of potential interdependencies for any small or large software application,
manual dependency identification is a time, effort and cost-intensive task. Even if requirements are well written, domain expertise is inevitable in identifying the dependency types since it demands specific software products related information and domain knowledge.

Figure 1.2: Representative requirements interdependency graph and their evolution over a period of time. This is an example product of our collaborator (Blackline Safety), which has three different components: firmware, software and hardware.

**Iterative and incremental software development:** Figure 1.2 is an illustration of a scenario in the incremental and iterative software development life cycle which has hardware as one of the components apart from software and firmware. In every product development iteration, new and existing features (also termed as requirements in this context) evolve, triggering modifications to dependencies. In Figure 1.2 a product with dark blue coloured nodes represents the requirements that have inter-project dependencies. i.e. the software requirements have some form of dependency with requirements from hardware and firmware parts of the product. These can be various structural dependency types such as strong precedence, weak precedence and coupling. The yellow coloured nodes represent the isolated groups of requirements, whereas the dark yellow solo node is the singular requirement. Any changes to these dependency types can substantially impact the neighbouring dependencies as depicted in this sub-network. This impact could relate to structural and changes in the nature and strength of dependencies. Additionally, new requirements and change requests can lead to change in dependencies, which could cause conflicts within requirements and increase or decrease the importance of other dependent requirements.

Research in Requirements Engineering focusing on dependencies and their types has a long history of studying dependencies related to syntactic and semantic criteria. While some authors have proposed taxonomies focusing on requirements engineering in general [128], others focused on application areas such as release planning [37]. For example, Dahlstedt [44] provided the classification of most fundamental dependency types such as Requires, Refines,
Similar to, Increases/Decreases_value_of, and classified them into Structural and Cost/Value interdependencies. Recently, Zhang et al. [174] consolidated these taxonomies in the context of change propagation analysis and proposed a model that included nine types of dependencies.

Although there have been studies for dependency type identification in the literature [124] that used similarity-based measures, in the recent past, various other studies have explored diverse computational methods that used Natural Language Processing (NLP) [124], fuzzy logic [123], predicate logic [176] and machine learning [139] and Deep Learning (DL) [78] techniques to address Requirements Dependency related research. Most of these studies thus far focus only on the supervised ML techniques to address RDE. However, these pave the path to advanced technology adaptation for RE-related problems.

Recent advancements in the Natural Language Processing (NLP) field have taken various computer science domains by storm. Requirements Engineering is not an exception. Various RE-relevant sources such as Software Requirements Specification documents, tweets, app reviews etc have been explored in the context of traceability [78], requirements retrieval [121], functional and no functional requirements classification [84] etc. NLP for RE research has attracted over 350 scholarly articles since 2004 across 170 different publication venues [177]. Findings from a mapping study [177] have shown that most recent NLP technologies such as Word embeddings, Pre-trained models have not been fully explored in the RE world, and these pose a direct impact on the progress of NLP for RE research.

Machine Learning (ML) enables the development of efficient and effective systems through automation. RE is not an exception as utilizing state-of-the-art NLP techniques for RE overlap with ML to a large extent [59], hence, ML for RE is an umbrella term that even covers a more significant part of current NLP for RE research [173]. However, there are several challenges such as data, tools and feature extraction mechanisms that hinder applied NLP and ML in the context of RDE.

### 1.1 Challenges and Approaches

Exploring recent studies helped us gauge the current standing in the field of RDE (Section 2.1). Findings showed that RDE automation through applied ML is in the nascent exploration stage. Further, our state of practice survey (Section 2.2) reinstated the need for RDE and sifted various challenges and opportunities specific to RDE. Finally, the results from the preliminary study (Section 2.3) were encouraging with regards to applied ML for RDE. Closer scrutiny of this empirical study revealed various challenges for enhanced automation performance addressed by this research.

List of challenges and corresponding research questions are as follows:

1. **Data:** Due to the nature of the problem, it is cognitively difficult to identify all the dependencies that could exist among requirements; hence generating or procuring annotations for automation through Machine Learning is an arduous task. Additionally, in the real-world, unlabelled data is abundant and a good (well-performing) supervised ML model needs a good training set (annotations that are representative of the dataset) [30] [62].
Lack of data for training set adds another dimension to data challenge when using ML for RDE.

(a) **Knowledge acquisition bottleneck:** RDE automation through ML methods or Ontology could provide decision support for decision-makers. However, knowledge acquisition (labeled data) representing the problem domain is the bottleneck for applied ML and Ontology-based solutions. While advanced ML approaches such as Active Learning (human in the loop approach to annotation gathering) can be one method based on utilizing minimal labeling effort by oracles (example: Human expert), such that the labeling cost of training good model is minimized [141] [17]. For the Ontology-based approach, investing efforts in designing ontology could be another method [80] [115].

**Challenge 1:** Due to the nature of the problem, it is cognitively difficult to identify all the dependencies among requirements; hence generating or procuring high-quality annotations for automation through Machine Learning is an arduous task.

Thus, we formulated and evaluated Research Questions (RQ) to tackle this challenge as

**RQ 1:** How effective are Weakly Supervised Learning (WSL) and Active Learning (AL) methods to overcome the challenge of data acquisition for RDE?

**Approach:** We evaluate advanced ML approaches: WSL and AL for RDE using public and OSS datasets. Also, compare AL with Ontology based-extraction and explore AL and Ontology-based hybrid models for RDE automation which are not explored in RE.

(b) **Limited or scarce training data:** Lack of train set is an inherent problem while utilizing supervised ML methods for RDE, especially for smaller projects in the early development phase. Transfer Learning [109] is a method to leverage data of a project to classify another similar project with limited data for training. This method will facilitate an enhanced classification mechanism and overcome data crunch-related issues. However, this has not been explored in RDE until now.

**Challenge 2:** Although supervised ML techniques could be the first choice for automation, in the real-world, unlabelled data is abundant and supervised ML techniques need a training set. Limited training data is one of the challenges when using ML for RDE.

Thus we formulate the following research question and propose an approach to overcome this challenge.

**RQ 2:** How effective is the Transfer Learning approach, which has been widely used in defect and effort prediction, for RDE?

**Approach:** Utilizing data from the larger project (source) to train ML technique and predict for smaller projects(target) could leverage annotated data availability of a larger project to train ML and then use for predicting dependencies of smaller target projects which lack training data for automation.

2. **Feature extraction:** Textual requirements lack structure due to natural language, and feature extraction techniques of NLP lead to ML techniques’ success. Feature extraction is to transform the raw text into suitable
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internal numerical representations i.e. feature vector from which a text classifier can learn and classify patterns in the input. A recent mapping study for ML in RE looked at over 65 scholarly articles published over the last decade. Their findings showed that selecting the ML technique for a given problem does not follow any specific criteria and that its success is driven by effective feature extraction. However, feature extraction method identification and application are cost and effort-intensive.

Recently Bidirectional Encoder Representations from Transformers (BERT) has received massive attention due to outstanding performance in various Natural Language Processing (NLP) tasks since its inception. The pre-trained BERT model is trained on massive unlabeled data (such as Wikipedia) over different pre-training tasks. This off-the-shelf BERT model (pre-trained on a large text corpus) can be fine-tuned further on specific tasks by providing only a small amount of data. Such Transfer Learning enabled through fine-tuning of BERT models has been successfully used in RE-related tasks recently.

BERT eliminates the need for formal NLP-based pre-processing and feature extraction since the model represents the steps of the traditional NLP pipeline in an interpretable and localizable way internally and adjusts the NLP pipeline dynamically. Essentially, BERT can automatically detect the features (textual representations) needed for classification or detection, which, when learned by the classifier, allows better generalization even over new or (and) unseen data.

BERT has been successful at many important downstream tasks such as Question Answering (QA) and Natural Language Inference (NLI), where it is crucial to understand the relationship between two sentences, which is not directly captured by language modeling. RDE problem fits this scenario very well. Also, there has been evidence that the DL language models can encode a range of syntactic and semantic information abstractions traditionally believed necessary for language processing and that they can model complex interactions between different levels of hierarchical information. Apart from utilizing BERT for Transfer Learning, in this thesis, we utilize BERT mainly to address the feature extraction (language modeling) related challenges concerning RDE.

The most frequently utilized methods in the existing RE literature are Bag of Words, Parts-of-speech tagging with an inclination to using DL-based techniques. Also, based on the preliminary study, it was evident that selecting a good NLP feature extraction technique could substantially enhance the performance of the ML method.

| Challenge 3: Textual requirements lack structure due to natural language, and feature extraction (transformation of the raw text into suitable internal numerical representations, i.e. feature vector) techniques of NLP lead to ML techniques’ success. However, feature extraction method identification and application are cost and effort-intensive. |

Thus we formulate the following research question and propose an approach to overcome this challenge.

RQ 3: Does the state-of-the-art Deep Learning pre-trained language models solve the feature extraction prob-
lem for RDE and improve the ML method’s performance?

**Approach:** Using off-the-shelf pre-trained BERT models and further fine-tuning them using requirements dependency dataset, we explore the solution for the feature extraction problem for RDE.

3. **ROI analysis:** While there is a broad spectrum of Machine Learning techniques to choose from for task automation, not all techniques are economically viable in all the scenarios considering training data size and effort investment. When in doubt, simple ML techniques are recommended over complex ones [62], [30]. However, what if there was a method to estimate such investments and compute the benefits when other complex algorithms are chosen? Interestingly, scholarly research exploring ROI of ML is scarce [119] [71]. However, a few discussions and approaches have been proposed in the gray literature, especially on the business front, to weigh the benefits of AI/ML-based software solutions in terms of economic value (dollars). For instance, [167] emphasizes the need for ROI as a measure for evaluating the benefits of ML. On the other hand, in another blog [7], a method is proposed to arrive at ROI economic value, which emphasizes the cost incurred due to prediction outcomes of the ML technique. Although these approaches are intriguing and align well with our agenda, they lack empirical rigour, evaluation and do not consider the cost of data accumulation and pre-processing, which is considered to be a large part of applied ML effort [72].

Hence, there is a need to evaluate the ML techniques beyond just performance measures for effective decision making. In other words, it is necessary to understand how far one should chase the accuracy parameter when the cost of achieving the differential is substantial.

Thus we formulate the following research question and propose an approach to overcome this challenge.

**RQ 4:** What is the benefit of using ROI as an additional criterion for ML classification performance evaluation?

**Approach:** We propose an ML process model and associate cost factors to various stages of this process and also consider the ML classification performance to model the ROI of an ML technique. Through various empirical evaluations for cost factors from practitioners, we tried to answer the question, ”How much data analytics is enough?”

Figure 1.3 shows the summary of premises of each one of the challenges, their datasets, measures and methods used in this thesis. The results presented from various empirical evaluations performed on OSS and industry datasets have demonstrated that RDE automation is possible using various advanced ML approaches to a large extent. One significant evidence that emerged from this research is the trade-off between ROI and accuracy measure can impact
1.2 Primary Terminologies and Definitions

**Dependency**: A pair of requirements are called *Dependent*, if there is at least one type of dependency such as *Requires*, *Similar*, *Or*, *And* and *XOR* between them. Otherwise, they are *Independent*.

**Requires**: The fulfilment of one requirement (say, A) depends on the fulfilment of another requirement (say, B) then A *Requires* B is the relationship between them. It is a special form of *Dependent* relationship. Alternatively, it is also referred to as (B *Precedes* A) \[174\] \[42\].

**And**: If a pair of requirement are required in conjunction then they are in a relationship called *And* \[36\].

**Similar**: If a pair of requirement are semantically similar, then they are in a relationship called *Similar* \[37\].

**Other**: *Other* type of dependency is when a requirement pair is *Dependent* and the dependency type is not *Requires* (could be any of the other dependency types listed in this section).

**Relates_to**: if implementation of one requirement during development impacts the other one then requirements are in a relationship called *Relates_to* \[5\].

**Refines**: If a target requirement is defined in more detail by another requirement then they are in a relationship called *Refines* \[128\].

**Requirements Dependency Extraction**: *Requirements Dependency Extraction* (RDE) is the process of identifying the relationship (dependency) and its type between a pair of requirements. While binary RDE classifies...
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Dependent and Independent requirements pairs, multi-class RDE classifies three or more dependency types such as Requires, Similar, and Independent

Advanced Machine Learning approaches: Weakly Supervised Learning, Active Learning, Transfer Learning and Deep Learning techniques are grouped under one umbrella term called Advanced Machine Learning approaches [64].

Conventional ML methods: Traditional or Conventional ML methods are Supervised Machine Learning methods such as Naive Bayes, Random Forest and Support Vector Machine, which are generally used in text classification [173, 121].

Weakly Supervised Learning (WSL): Weakly Supervised Learning combines the benefits of supervised learning and unsupervised learning [178]. WSL is an umbrella term covering a variety of techniques, which attempt to construct predictive models by learning with weak supervision. One such approach is conservative co-testing strategy [118] where, for each iteration, an unlabeled example is labeled if the two or more classifiers agree on the labeling [152].

Active Learning (AL): Active Learning is a method based on utilizing minimal labeling effort by oracles (example: Human expert), such that the labeling cost of training good model is minimized [141, 17]. In our research, when data is already labeled, for AL, we pretend they are unlabeled until queried and labeled by a simulated oracle.

Passive Learning (a.k.a random sampling): Passive Learning, also known as random sampling, is when data for training is sampled randomly from a data pool [141]. This is a general approach taken while training in Supervised Machine Learning methods.

Self-training: A learner is trained with a small labelled data set first, and then it is used to classify the unlabelled data. Typically, the most confident unlabelled instances and their predicted labels are added to the training set, and the process repeats.

Transfer Learning (TL): Transfer Learning is a research problem in machine learning (ML) that focuses on storing knowledge gained while solving one problem and applying it to a different but related problem [93]. In the context of RDE, we adapt this definition as to when there is insufficient data to automate RDE; Transfer Learning can be used to transfer dependency extraction knowledge learned from other source projects $S$ to the target project $T$.

Cross project dependency extraction (CPDE): Cross project dependency extraction can be viewed as a specific case of Transfer Learning, which extracts dependency knowledge from a source project and transfers it to a target project.

Within project dependency extraction (WPDE): Within project dependency extraction is using data from within the same project for RDE.
**Version-wise CPDE:** Cross-version defect prediction [105] has been explored in the literature wherein the training data from different versions of a product are used to train a classifier and predict the defects for a newer or updated version of the product. Motivated by this, we simulated a scenario of CPDE, referred to as Version-wise CPDE for a target project under development when the data for training is available only over the time of the software development life cycle.

**RDE-BERT:** Bidirectional Encoder Representations from Transformers (BERT), a Deep Learning-based state-of-the-art language model, pre-trained on a large textual corpus such as English Wikipedia has been successful at various NLP tasks such as Question Answering and Natural Language Inference [59]. These pre-trained, Off-the-shelf BERT models (pre-trained on a large text corpus) can be fine-tuned further on specific tasks by providing only a small amount of data [11], [73], [46], [84]. Such fine-tuned BERT using RDE specific data is referred to as RDE-BERT.

1.3 Research Methodology

Based on research methodologies described by Roel Wieringa [165], and Easterbrook et al. [147], I used various empirical methods in this thesis to evaluate research questions.

1.3.1 Empirical Methods

Qualitative Survey

Findings from interviews or document analysis can serve as a starting point for a case study by both setting the context for the researchers as well as identifying important issues and variables for the study [69] [68] [157]. To identify the essential open issues, set the context of this research and starting point of various case studies and experiments for RDE, I conducted a survey [147]. This Google survey consisting of qualitative and quantitative questions was circulated through newsletters and personal contacts. Over 75 practitioners in various roles took this survey. This was used as a pre-study to find out opportunities and risks for further research.

Apart from surveys, case studies, an empirical method for investigating phenomena in the real-world environment, and experiments, an empirical method that involves artificial control variables, are the most commonly used research methods for empirical research [175], [147]. These two methods were utilized in this research.

Case Studies

I conducted several lightweight case studies to evaluate our research questions utilizing various publicly available and Open Source Software (OSS) datasets.

- Evaluated Weakly Supervised Learning for RDE, a pilot study (preliminary case study) to verify the feasibility of possible automation using ML, using PURE [70] public data set.
• Evaluated fine-tuned BERT for the RDE automation using Redmine [5] OSS as a case study and evaluated research questions.

• Used the Firefox [2] dataset as a source for exploring ROI as an additional criterion to evaluate ML methods for RDE.

Experiments

We propose ROI modeling in this thesis. In order to evaluate its applicability, we utilized various values for cost and benefit factors for experiment purposes based on our own experiences. After a thorough evaluation of the model, we proceed towards industry evaluations. The preliminary study needed data to evaluate the ML method; hence, two students from the Software Engineering course were employed for manual annotation. We utilized Cohen’s kappa to measure agreement [121] between the annotators to generate the final train set.

1.3.2 Conceptual Frameworks

ML Process Model

While evaluating the ROI of ML in the context of RDE, we proposed a detailed ML process model. Although ML has been explored widely in Software Engineering, there is no formally defined process model. We think this is the first step towards that since ML in SE and SE for ML have been an area of interest in recent times.

ROI Modeling for ML

Exploration of various ML methods to achieve better accuracy lead us to contemplate cost versus benefit analysis of various ML methods for RDE. As such, we associated cost to various stages of ML Process model and ML prediction results (TP, FP & PN) and overall value a product would generate as a beneficial factor to model ROI of ML.

1.3.3 Data Analysis

The following subsections provide details regarding the quantitative data analysis methods used from various forms of Machine Learning in this thesis.

Supervised Learning: For various empirical analyses performed in this study, we use three ML algorithms, namely: Naive Bayes (NB), Random Forest (RF) and Support Vector Machine (SVM) since they have performed well in the RE related tasks [121] [173].

Weakly Supervised Learning: Weakly Supervised Learning (WSL) [178] combines the benefits of Supervised Learning and Unsupervised Learning. It is motivated by the high cost of data labeling. There are various strategies for using unlabeled data to improve the performance of conventional (supervised learning) ML methods, especially when a small amount of labeled data is available, which is insufficient to train a good learner, while abundant unlabeled data are available. WSL is an umbrella term covering a variety of techniques, which attempt to construct predictive
models by learning with weak supervision. This approach is a form of conservative co-testing strategy where, for each iteration, an unlabeled example is labelled if the two classifiers agree on the labeling.

**Active Learning:** In the real world, labeled data is scarce, and labeling is a time-consuming effort. At the same time, unlabeled data is easy to accumulate and available in abundance. Active Learning (AL) systems attempt to overcome the labeling bottleneck by asking queries in the form of unlabeled instances to be labeled by an oracle (e.g., a human annotator). Hence it is also referred to as human-in-the-loop ML. Unlike random sampling (Passive Learning) technique in which data is selected randomly for training ML, AL interactively queries the user to obtain the essential unlabeled data point. In this way, the AL aims to achieve high accuracy using as few labeled instances as possible, thereby minimizing the cost of obtaining labeled data. The fundamental hypothesis is that if the learning algorithm chooses the data from itself then it will perform better with less training.

There are three different types of AL scenarios in the literature, and we have used pool-based sampling in our research because it has been used in the real-world problem domains of ML with textual content-based datasets. Pool-based sampling assumes that there is a small set of labeled data $L$ and a large pool of unlabeled data $U$ available. Queries selectively drawn from the pool are usually assumed to be static or non-changing. Typically, instances are queried greedily, according to an informativeness measure used to evaluate all instances in the pool. We have used the three most commonly used informativeness evaluation mechanisms called Uncertainty sampling techniques, namely: Least confidence, MinMargin and Entropy. Uncertainty sampling techniques target the data points near the decision boundary in the current ML model. For example, in the binary classification scenario, the most uncertain data points with a probability close to 50% will lie near the decision boundary.

1. **Least Confidence:** selects those instances with the lowest confidence level to be labeled next.
2. **Smallest Margin:** selects the instances where the margin between the two most likely labels is narrow, meaning that the classifier struggles to differentiate between those two most likely classes.
3. **Label Entropy:** the learner queries the unlabeled instance for which the model has the highest output variance in its prediction.

**Transfer Learning:** Transfer learning is an ML method to leverage a project’s data to classify another similar project with limited data for training. This method is an approach to overcome constraints on the training set size, which is widely investigated in the software defect prediction and effort estimation literature. We evaluate the influence of cross-project (transfer) learning in the context of RDE in the advent of smaller training sets.

Figure 1.4 shows the high-level architecture of TL workflow. Data for source projects are first accumulated from repositories in the raw form - both metadata and data for the respective fields of interest. Further, through the python program, relationship information is used to generate dependent and independent requirements pair tuples: $<R_1,R_2,DependencyType>$. ML model is built for a source project, which is then used to predict the classes for other project instances (target projects), similar to that of the source project.
BERT: Recently, Bidirectional Encoder Representations from Transformers (BERT) has shown tremendous success at solving NLP tasks such as Question answering and Natural Language Inference where there is a need to understand the underlying context and the relationship between the sentences \cite{59} \cite{84} \cite{154}. In the recent RE studies, BERT has been explored widely to classify functional and non-functional requirements \cite{84}, classifying trace links \cite{81} and determining similarity between requirements \cite{11}.

Apart from utilizing BERT for Transfer Learning, in this thesis, we utilize BERT mainly to address the feature extraction (language modeling) related challenges concerning RDE. For fine-tuning, the BERT model is first initialized with the pre-trained parameters, and all of the parameters are fine-tuned using labeled data from the downstream task \cite{59}. This task is Requirements Dependency Extraction (RDE) for our study.

We used pre-trained base model BERT for our research which was fine-tuned further using our RDE-specific dataset. The result is a fine-tuning BERT model called RDE-BERT. We use BertForSequenceClassification from the huggingface PyTorch library \cite{87} for this implementation.

In every instance, for a given training set size, RDE-BERT was trained through three epochs with a batch size of 32 and a learning rate of $2e^{-5}$. The training set was divided into 90% for training and 10% for validation in each epoch.

Ontology: Ontologies are widely used in RE research (see \cite{48} for a survey). They are a well-suited conceptual artefact to manage knowledge. Particularly, domain ontologies \cite{107} provide a formal representation of a specific domain serving as a means for communication and agreement. Hence, their use in activities such as RDE is a reasonable choice to get domain-specific solutions. In the latest study, Guan et al. \cite{77} showed how ontology and semantic web technology could be used to automate RDE.

The ontology defines dependency relationships between specific terms related to the domain of the requirements. Using this information, it is possible to apply NLP techniques to extract meaning from these requirements and relations. Further, ML techniques could also be applied for conceptual clustering to classify the requirements into the defined ontology.

In this research, we compared Ontology-based RDE with AL based RDE and generated a hybrid model to
overcome the disadvantages of the respective approaches for two industry data sets. Hence the ontology was built using the W3C Web Ontology Language (OWL\footnote{https://www.w3.org/OWL}) for these experiments. The Ontology-based RDE tool is called OpenReq-DD, which is exposed as a RESTful service with an API\footnote{https://api.openreq.eu/dependency-detection/swagger-ui.html} to provide the required data and perform the dependency extraction\footnote{\cite{114}}.

Evaluation measures:

Following are various evaluation metric computations and measures used in this research work. These measures are chosen due to the nature of the RDE problem, which is NLP-centered. Also, a recent survey of ML for RE\footnote{\cite{173}} found that precision, recall, and F1-score (harmonic mean of precision and recall) are widely used for information retrieval tasks\footnote{\cite{29}} such as RE.

- **Confusion matrix**: A confusion matrix\footnote{We utilize values from FP and FN in our study} is a matrix that contains information relating to actual and predicted classifications. For $n$ classes, CM will be an $n \times n$ matrix associated with a classifier. Table 1.2 shows the principal entries of CM for a binary class classification.

<table>
<thead>
<tr>
<th>Predicted Negative</th>
<th>Predicted Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Negative</td>
<td>True Negative (TN)</td>
</tr>
<tr>
<td>Actual Positive</td>
<td>False Negative (FN)</td>
</tr>
</tbody>
</table>

- **F1-score**: F1-score is a measure of the model’s accuracy. Its computation based on actual and predicted class values is shown in \eqref{1.1} \eqref{1.2} \eqref{1.3}.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{1.1}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{1.2}
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{1.3}
\]

Missing dependencies could be detrimental for planning in iterative and incremental software development; thus, tracking recall is of interest to us. However, a large amount of a specific dependency type being classified as another might generate overhead work for the decision-makers. Thus both these aspects are important. F-score corresponds to the trade-off value of precision and recall, and thus we chose to utilize it as an indicator for ML performance evaluation.

Daniel Berry\footnote{\cite{25}} highlights that the need to focus on recall is far more crucial than the precision, because to find the missing information, a human has to do the entire task manually anyway. However, we want to highlights the importance of procuring high quality training data for achieving near 100% recall which is an arduous task in itself. Also, as emphasized by Daniel Berry, the recall of any automation tool if higher than the recall of a human doing the task manually could be accepted as a part solution, realistically. This is certainly
our goal in this research. We do not envision to replace the human experts, rather, provide them with a decision support system for reducing efforts and cost involved in RDE to a large extent.

- **ROI:** To determine the ROI, we follow its simplest form of calculation relating the difference between *Benefit* and *Cost* to the amount of *Cost* as shown in (1.4). Both *Benefit* and *Cost* are measured as human effort in person-hours.

\[
ROI = \frac{(Benefit - Cost)}{Cost}
\]  

### 1.3.4 Data Accumulation

For various empirical studies, I used datasets from different sources listed as follows:

1. European Rail Track Management System software specifications from public dataset: PURE [70]. We used this dataset for RQ1 evaluation.

2. Data mined for 64 Open Source Software Projects from Bugzilla [2] bug tracking repositories using respective REST API and used for empirical evaluations of all the four RQs.


4. Additionally, data from our industry collaborators: Simens Austria and Blackline Safety, were also procured for specific evaluations for RQ1.

### 1.4 Thesis Contributions

The core research question that guides this thesis is stated as follows: How well can the requirements dependencies and their types from textual content (i.e. structured or unstructured) extraction be automated using advanced ML approaches, and what is their ROI? **To address this question, in this research,** we propose a novel comprehensive tool called SReYantra. “One size does not fill all” also applies to RDE. This prototype tool is designed to facilitate different types of learning, depending on the problem’s configuration. ROI analysis provides additional guidance on which technique fits best in what context. **SReYantra** tool (under development) explores the textual content to infer underlying dependency information based on NLP. It utilizes advanced ML techniques such as Weakly Supervised Learning, Active Learning, Transfer Learning and DL language model: BERT (Bidirectional Encoder Representations from Transformers) as its various components for automating dependency extraction. It also provides a mechanism to compute the ROI of ML algorithms to present a clear picture of trade-offs between cost and benefits.

The term *Yantra* in **SReYantra** means a machine or a systematic broadly applicable “system, method, instrument, technique or practice”. Since we propose one such method for research related to **Software Requirements**, hence the name **SReYantra**. Figure [1.5](https://en.wikipedia.org/wiki/Yantra) depicts the premises of my research work. As shown, this thesis consists of
Research contributions are as follows:

1. **Addressed knowledge acquisition challenge through WSL, AL, and hybrid solutions (CH1):** Explored WSL and AL methods to accumulate the annotated data. The explorations on public dataset [70], and OSS datasets: Mozilla family of projects [2] showed improved results compared to conventional random sampling-based methods. Further, we compared the AL approach with Ontology-based retrieval and eventually proposed a hybrid of these two methods as a practical approach to address the RDE problem. The outcome of this study demonstrated that the human efforts in RDE could be reduced by 50% for the two industry datasets: Blackline Safety, Canada and Siemens, Austria, evaluations.

2. **Addressed lack of training data using Transfer Learning (CH2):** We analyzed the six Mozilla family products (OSS) for binary and multi-class requirements dependency classification and showed that conventional ML methods were pessimistic (could not comprehend the relationship between the underlying data effectively) for Transfer Learning. We also evaluated the DL-based method, demonstrating that Transfer Learning could yield 27% to 50% better performance for the F1-score measure.

3. **Addressed feature extraction challenge using DL methods (CH3):** Fine-tuned BERT (DL based method) for RDE specific data and showed that it could overcome the feature extraction challenge. Results from analysis of Firefox, Redmine and Typo3 datasets outperformed conventional ML methods by 13% to 27% for the F1-score measure. Additionally, fine-tuned BERT successfully identified the direction (for example, A
**Requires** B then the direction of the dependency would be A → B) of the dependencies with F1-score over 70% and outperformed conventional ML methods by 90% for Firefox dataset.

4. **Proposed novel ROI modeling and ML process model for performance evaluation (CH4):** Effectiveness of the ML methods are generally evaluated based on their performance measures such as accuracy and F1-score. In this thesis, I propose ROI as an additional criterion for evaluation by weighing cost as an investment in ML implementation and benefit as the reward of using ML.

Through the three empirical evaluations on three open-source software: Firefox \[2\], Redmine \[3\], and Typo3 \[10\] using practitioners inputs for cost factors, I demonstrated that focusing on improving accuracy using advanced ML methods might not generate value for the additional effort spent in data accumulation and pre-processing. Specific findings are:

- **Firefox:** AL showed the best ROI performance in the early iterations (with smaller datasets) compared to random sampling. For training set sizes of at least 40% of the whole set, the DL method performed better than the conventional ML method in terms of accuracy and ROI. In both the scenarios chasing a higher F1-score reduced the ROI. Also, after three iterations for Active Learning vs Passive Learning, Active Learning showed the best ROI = 4.5 and F1 = 0.6. However, ROI degraded over the iterations, although accuracy improved.

- **Redmine:** Fine-tuned BERT (DL method) needed at least 45% or more data to generate positive ROI. With just about 25% to 40% data available for training, conventional ML and DL methods performed about the same and generated negative ROI.

- **Typo3:** Fine-tuned BERT approached the 80% benchmark accuracy with approximately 50% of the training data while conventional ML required 70% training data to attain the same level of accuracy. However, conventional ML outperformed the DL method for smaller train sets (incurring lower negative returns). At the same time, positive ROIs were observed only for the more extensive train set at which the DL method was consistently better than the conventional ML method.

These outcomes strongly affirmed that, beyond accuracy, there is a need to use additional criteria such as ROI for ML performance evaluation.

5. **ML based tools for RDE:** All the modules (independently implemented sub parts, thus far) of the \(SReYantra\) tool developed as part of this research have been made available in public repositories\[5\]. We have made Mozilla\[6\] and Redmine\[7\] datasets publicly available.

Table \[1.3\] lists relevant publications of my thesis. **My other publications not included in this thesis are as follows**

---

[5] https://git.io/JDvFq
Table 1.3: List of relevant publications and corresponding challenges mapping of my research: one survey (S), five conference (C), and one journal paper (J)

<table>
<thead>
<tr>
<th>Survey</th>
<th>Challenge</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Motivation</td>
<td>Published</td>
</tr>
<tr>
<td>C1</td>
<td>Challenge 1</td>
<td>Published</td>
</tr>
<tr>
<td>C2</td>
<td>Challenge 1</td>
<td>Published</td>
</tr>
<tr>
<td>C3</td>
<td>Challenge 1</td>
<td>Published</td>
</tr>
<tr>
<td>C4</td>
<td>Challenges 2 &amp; 3</td>
<td>Published</td>
</tr>
<tr>
<td>C5</td>
<td>Challenges 3 &amp; 4</td>
<td>Published</td>
</tr>
<tr>
<td>J1</td>
<td>Challenges 3 &amp; 4</td>
<td>Submitted</td>
</tr>
</tbody>
</table>

Survey 55


C1 49


C2 51


C3 53


C4 58


C5 56


J1 57

1.5 Organization Overview

Chapter 2: Our research is exploratory in nature. Thus to understand the open challenges, we analyzed existing literature, conducted a survey with practitioners and evaluated a publicly available data set as an observational lightweight case study using WSL method. Chapter 1 elaborates on these three artifacts of our research work, which act as the basis for challenges and gaps identification.

Chapter 3: In this chapter, Active Learning tool development to address data acquisition challenges is elaborated.

Chapter 4: Based on the various experiments conducted in Chapter 3, we explored and compared AL with an Ontology-based approach and proposed hybrid models utilizing these two methods to address the RDE problem. This work was done in collaboration with the University of Catalunya, Spain. This chapter utilizes content from already published work.

Chapter 5: Exploring further, in the chapter, we evaluated various ways to utilize Transfer Learning through cross-project dependency extraction based on conventional ML methods such as Naive Bayes, Random Forest and Support Vector Machine. A DL-based BERT is also evaluated for Transfer Learning in this chapter.

Chapter 6 and 7: In these chapters, we utilize fine-tuned BERT (a DL-based method) to address the feature extraction challenge for RDE. Based on the results of various experiments, we also explored if BERT is a new silver bullet that could solve the RDE automation challenge to a great extent.

Chapter 8 and 9: In these chapters, we proposed the ML process and a novel ROI model to explore ROI as an additional measure to weigh the ML methods’ performance.

Chapter 10 and 11: This chapter provides a vision for a holistic tool for RDE, which has been partially implemented thus far. Finally, a summary of the thesis and future work is consolidated in the last chapter (11).

Please note that few of the references and outcomes from our state-of-the-art survey (Section 2.2) could be repeated in the following chapters in order to keep the context and flow comprehensible.
Part I

Exploration
Chapter 2

Background, Survey and Preliminary Study

2.1 Related Work

Researchers have explored requirement dependencies from traceability perspective and utilized NLP and machine learning to a great extent on requirements artefacts [78] [44]. However, to our knowledge, these studies are limited to extracting the trace and not the structural dependency among the requirements, which is the core of our research. We base our research on the fact that requirement dependency [20] specific research focuses on relationships and their types between a particular type of trace object – namely, explicitly stated requirements. Additionally, our survey with practitioners shows that the dependency information has implications on maintenance and ignoring dependencies has a significant impact on project success [55].

J.N och Dag et al. [124] analyzed requirements textual content and focused on the dependency identification based on similarity measures, such as Dice, Jaccard, and Cosine coefficients. However, he focused only on the Similar dependency type and mentioned linguistic methodology and domain-specific vocabulary use as future work. Chichyan et al. [39] discussed how the semantics of unstructured requirements could be deduced to find the dependency types using Natural Language Processing (NLP) techniques. Ngo-The et al. [123] used fuzzy logic to model the uncertainty concerning the identification of structural dependency constraints between requirements. Weston et al. [164] applied predicate logic to detect conflicting requirements.

Goknil et al. [70], [75] explored requirement dependencies in greater depth from a traceability perspective for change impact analysis. This author used the formal semantics of relation types to infer new relations and determine contradictory relations in the requirements documents. This research utilized semantic web technologies to identify conflicts-with Refines and Contains relations. Although a tool was developed as part of this work, which provided various modules to identify, maintain and visualize the dependency network as a graph was intriguing; the approach
was theoretical and only applied on a toy data set lacking industrial and empirical study.

In the advent of recent advancements in NLP and ML, RDE automation has garnered serious interest. Recently, Atas et al. [19] used POS-tag (Parts-Of-Speach Tagging) and n-grams for feature extraction in the textual requirements of an industry dataset (annotated by students) before using supervised ML methods for classification. However, Atas et al. highlight the small size of the dataset and the need for domain experts in annotations as serious threats to the validity of the results.

In the recent past, Samer et al. [139] analyzed small industry data sets and utilized Latent Semantic Analysis to extract the dependency types for RDE automation. Although these studies are the first steps towards RDE automation, they lack emphasis on domain-specific knowledge. They need larger training sets and evaluation on various other dependency types for generalization.

### 2.2 A State of Practice Survey

To understand the challenges faced by the practitioners in dependencies identification and extraction, we conducted a survey. We aimed to understand the perceived importance of requirements dependency identification and state-of-practice extraction. This exploratory survey questionnaire\(^1\) consisted of various close and open-ended questions which were circulated by the ISPMA\(^2\) newsletter as a Google form [55]. To our knowledge, this is one of the first surveys of this nature.

#### 2.2.1 Survey Research Questions (SRQs)

SRQ1: To what extent do practitioners speculate the presence of dependencies in their software systems?

*Justification:* In 2001, in an industry survey by Carlshamre [36] it was confirmed that up to 80% of the requirements are in some form of dependency with others. We seek to understand what current generation practitioners observe in their software systems through this question.

SRQ2: What do practitioners think about dependencies types and their presence in their software systems?

*Justification:* In the literature, there have been over 20 different types of dependency types that have been identified [128], [44]. To identify the most predominant ones, we posed this question to the practitioners.

SRQ3: How do practitioners perceive the impact of disregarded (missing) dependencies?

*Justification:* Although literature explores the consequences of disregarding the dependencies to a large extent, it was essential to gauge the perceived notion of it by the practitioners.

SRQ4: What is practitioners’ perceived importance of dependency analysis between multiple requirements (such as transition relationship)?

*Justification:* Given the variety of dependencies that could exist in any software, from the literature, there is

---

\(^1\) [https://goo.gl/forms/TBiE370fZ2kzoD443](https://goo.gl/forms/TBiE370fZ2kzoD443)

\(^2\) International Software Project Management Association (ISPMA). This open, non-profit organization establishes Software Project Management as a discipline in both academia and industry: [https://community.ispma.org/](https://community.ispma.org/)
no understanding about the transitive relationship that could exist among a group of requirements that could 
have a cumulative impact on development, testing or release decisions.

SRQ5: What tools do practitioners use for dependency identification? And what functionality would help it make it better?

*Justification:* The dependencies change and modify due to various factors such as change requests or new 
requirements in the course of the software development life cycle. There are several mechanisms to track these; 
however, it is a laborious and manual task. We were curious to understand practitioners’ vision for RDE 
automation.

### 2.2.2 Methodology

**Scope:** In this survey, our focus was to gather information regarding current practices of dependency extraction, 
maintenance and challenges. Essentially, we hoped to understand practitioners such as managers and developers and 
testers who are generally involved in release, development and testing activities to provide their insights to set our 
research agenda.

**Instrument:** We created a short survey (5 minutes) that had three questions related to role and organization, 13 
questions focusing on dependency identification, types and frequency of occurrence, and management. of these 16 
questions, 6 were close, and 2 were open-ended, and rest were five-point Likert scale questions. The survey was 
approved by the University of Calgary Conjoint Faculties Research Ethics Board. A google survey[3] was created and 
circulated in various areas such as the International Software Project Management newsletter and previous colleagues 
at work.

**Participants:** The target population was someone who is involved in release planning, development, and testing, 
or who is part of the dependency identification or (and) management. In order to gather the representative sample, 
we excluded the participants who did not serve in any of the said roles. The survey was made available for three 
weeks. We also excluded incomplete surveys. Since it is difficult to get practitioners to provide their insights (limited 
availability) to surveys, we considered all the 67 responses for analysis.

### 2.2.3 Findings

**Participants’ Information**

In this survey, seventy participants with varying roles and designations provided their input. Among participants, 
24% were managers, 52% were developers, analysts and testers. Rest were students and others as shown in Figure 
2.1. About 43% participants worked on large scale systems, 39% on small scale projects, 13% on pilot projects and 
rest were grouped under "others" as shown in Figure 2.2.

---

Figure 2.1: Participation summary of this survey: Most of the participants were involved in some part of software development lifecycle.

Figure 2.2: Various different kinds of projects our participants work for are as shown here: Most of the participants were working with large and medium scale software applications.
SRQ1: Extant of Requirements Dependencies

Most of the participants affirmed that dependencies are predominant in their software applications. As shown in Figure 2.3, approximately 63% of the participants believed that at least 20% of all requirements would be involved in some form of dependency. More importantly, 22.2% of all participants who accepted 50% or more requirements will have some form of interdependency. This finding strongly approves previous results from an industry survey [36].

![Figure 2.3: Findings of the survey question: How many (percentage of all) requirements do you think are involved in some form of dependency?](image)

SRQ2: Requirements Dependencies Types and their Extant

Although there are several types to dependencies that could exist in software product, we chose most frequently appearing dependencies [128] [43] and asked our participants to rank them in the order of their occurrence as perceived by them. Results are as shown in Figure 2.4. The participants were divided in their responses as shown in Figure 2.4. Requires was the most sought-after dependency type followed by Similar and And and others.

![Figure 2.4: Selecting dependency type in the order of their occurrence (most frequently occurring dependency type first)](image)

SRQ3: Perceived Consequences of Missing Dependencies

From SRQ1 and SRQ2, it is evident that the participants affirm that requirements dependencies exist to a large extent; we asked them various 5 points Likert-based questions to understand their perceived consequences of not considering/missing the dependencies. Results are as shown in Figure 2.5. We presented four hypotheses as part of this. H1) Identifying and measuring the strength of requirement dependencies (strong versus weak dependency) is essential for product planning, H2) Elicitation of dependencies is cognitively challenging and consumes substantial effort. H3) Elicitation, consideration and maintaining requirements interdependencies will increase the chances of software project success, H4) The impact of missing essential dependencies between requirements for upcoming product releases is high. What can be seen in Figure 2.5 is the higher percentage of the participants (over 80%) who agreed or strongly agreed with the four given requirement interdependency hypothesis. In other words, they confirmed the high importance of identifying the strength of dependencies, the difficulty in dependency type extraction, the
implications of dependency information maintenance on the project success and the high impact of not considering dependencies.

**SRQ4: Dependencies Among Multiple Features**

Further analysis of the survey results revealed some interesting findings. Figure 2.6 shows that close to 50% of the participants consider dependencies between multiple features (requirements) during release planning. Hence emphasizing the need for the exploration in this direction.

**SRQ5: Dependency Extraction Automation**

More than 90% of the participants confirmed that they are not using any tool to automate dependency identification or extraction. Also, an open-ended subjective question about the possible functionality of such a tool generated
fascinating responses. At least 50% of the participants demanded automation and interactive interface as an essential feature in the hypothetical automation tool. Few of the comments such as “Automatically detect related requirements and create parent/child relationship between such requirements”, and “Keeps an inventory of implemented (and removed) requirements; 2. Integrates with JIRA; 3. Integrates with test management tool; 4. Identifies conflicting and similar requirements” resonates with overall problem definition. These findings provide strong evidence for the high demand for the automation of dependencies extraction in the industry. This is a driving criterion for this research.

2.2.4 Conclusion

In conclusion, this survey helped us reinstate the perceived importance of RDE. Also, findings from various SRQ analyses showed stressing the need for RDE automation and pinpointed various challenges and opportunities in this regard. We use these results to explore further the application of Machine Learning methods to automate RDE. Machine Learning essentially discovers patterns in the underlying dataset using a train set. Such a trained model could then be used to predict for unseen data. Thus, we conducted a preliminary experiment to understand the feasibility of ML in RDE, which is explained in detail in the next section.

2.3 Preliminary study: Weakly Supervised Learning for RDE

Requirements dependencies affect many software development life cycle activities, such as design, implementation, testing, release planning, and change management. They are the basis for various software development decisions. However, RDE is an error-prone, cognitively and computationally complex problem that requires substantial effort since most requirements are documented in natural language. We propose a novel approach to extract requirements dependencies utilizing Natural Language Processing (NLP) and Weakly Supervised Learning (WSL) in two stages. In the first stage, binary dependencies (dependent/independent) are identified, which are further analyzed to detect the type of dependency in the second stage. The evaluation of this approach on the PURE data set - European Rail Traffic Management System - using three machine learners (Random Forest, Support Vector Machine and Naïve Bayes) were compared and tested. Results showed that all the three learners exhibited similar accuracy measures, while SVM needed additional parameter tuning. The machine learners’ accuracy was further improved by applying Weakly Supervised Learning to generate pseudo annotations for unlabelled data.

2.3.1 Introduction

In an industry case study, in the telco domain, Carlshamre [35] showed that a large percentage of requirements can have one or more dependent relationships. Also, recently, in automotive systems, Vogelsang et al. [158] found that at least 85% of the analyzed vehicle features depend on each other. These findings emphasize how requirements have to be designed or implemented, how they influence the cost and value of other requirements and how they increase
and decrease the overall implementation efforts when considered in conjunction.

Many studies in the past have recognized the difficulty associated with RDE in software engineering [68], [35], [39], [124], [123], [176]. Besides their extraction, one fundamental problem related to requirement dependencies is that, similar to the requirements themselves, dependencies evolve and change over time. Maintaining and tracking these changes is equally important. If critical dependencies are missed, this would likely result in the rework of the software’s design, development, and testing. Furthermore, ignoring dependencies would reduce product releases' value (for the user).

In the past, various techniques including Natural Language Processing (NLP) [38], [124], Fuzzy logic [123], Predicate logic [164] was utilized to extract dependencies. A recent study [78], has applied supervised machine learning methods on requirements specific artefacts. The focus of this study has been mainly on pair-wise dependencies from a traceability perspective with no emphasis on the types of dependency and various degrees of dependencies. Since some dependencies might be important while others optional or good to have in the product, dependencies need not be limited to include just two requirements. Additionally, when considered in conjunction, dependencies can also result from value and effort synergies. Hence, it is necessary to focus on these aspects of research and dependencies across multiple requirements.

While dependency extraction is essential, release planning refers to the problem of selecting requirements based on the dependencies. A company has to consider and balance the trade-off between all these factors during release planning; The emphasis is to maximize the customer satisfaction and value synergies and minimize the effort synergies while choosing the most dependent requirements for any given release. Although there have been studies to extract value and cost-based dependencies [76], [75], there are no studies that consider them as synergies while selecting the requirements. If requirement dependencies are not tracked and maintained in the life cycle of the software development then, it would not be possible to facilitate dependency-centred release plans, which, as a result, would eventually maximize the value of the release and reduce the penalty when the dependencies are missed.

In this paper, as a first step towards broadening the scope of dependency analysis and maintenance, we propose (i) a systematic approach for extraction of mutual requirements dependencies and its initial evaluation utilizing Weakly Supervised Learning and (ii) extend this approach to cover more general types of dependencies. (iii) model dependency management as a multi-objective optimization problem, balancing value and effort synergies, and penalties (if any) from violating dependency constraints for release decisions.

The remainder of the content is structured as follows: Concepts and research questions are explained in Sections 2.3.2 and 2.3.3 respectively. Section 2.3.4 explains the results. Section 2.3.7 provides details on the threats to validity. Finally, Section 2.3.8 presents discussion.

2.3.2 Concepts and Research Questions

Maalej et al. [104] projected a paradigm shift in requirements engineering and software evolution towards data-driven processes. Our research follows this shift to study data-driven techniques to extract high-level (binary) and fine
granular dependencies (types of dependencies) between requirements. We also outline the use of the dependencies to optimize the release decisions. This section provides details on terminologies and concepts used in this paper.

**High Level Dependencies (Binary: dependent or independent)**

For a set of requirements $R$, and any pair of requirements $(r, s) \in R$, the symmetric relationship is called a dependent, if there is at least one type of dependency (Requires, Similar, Or, And, XOR, value synergy, effort synergy) between $r$ and $s$ (independent of type, direction, and strength).

**Fine Granular Dependencies**

Assuming, we can extract high level dependencies, the second research question is to extract the type of the dependency. Details of these types are as following.

**Definition:** For a set of requirements $R$ and any pair of requirements $(r, s) \in R$, if $r$ requires $s$, or $s$ requires $r$, then, $r$ and $s$ are in a relationship called Requires.

**Definition:** For a set of requirements $R$ and any pair of requirements $(r, s) \in R$, if $r$ and $s$ are required in conjunction, then, $r$ and $s$ are in a relationship called And.

**Definition:** For a set of requirements $R$ and any pair of requirements $(r, s) \in R$, if $r$ and $s$ are semantically similar, then, $r$ and $s$ are in a relationship called Similar.

**Definition:** Violation of structural dependencies (like Requires, And etc.) is supposed to create a penalty. The degree of penalty depends on the impact of the violation to the user. We define the $penalty()$ function on a nine-points scale (0-9 : low to high).

**Weakly Supervised Learning**

Weakly Supervised Learning (WSL) [178] combines the benefits of Supervised Learning and Unsupervised Learning. It is motivated by the high cost of data labeling. There are various strategies for using unlabeled data to improve the performance of standard Supervised Learning algorithms, especially in the situation where a small amount of labelled data is available, which is insufficient to train a good learner, while abundant unlabeled data are available. WSL is an umbrella term covering a variety of techniques, which attempt to construct predictive models by learning with weak supervision. This approach is a form of conservative co-testing strategy [118] where, for each iteration, an unlabeled example is labeled if the majority classifiers agree on the labeling [152].

As shown in Figure 2.7, firstly, machine learning models (NB: Naive Bayes and RF: Random Forest) are trained on the original data set. Further, these classifiers are used to classify the unlabeled data samples. The strategy is to extract just the data samples on which all the classifiers achieved consistent results. If all classifiers have predicted the same class label for a given data point (sample), this label is assigned as a pseudo annotation.
CHAPTER 2. BACKGROUND

2.3. PRELIMINARY STUDY: WSL FOR RDE

Research Questions

The approach is to utilize NLP, supervised and WSL algorithms to automate the extraction of fine granular requirements dependencies. The proposed research is organized around the three research questions (RQs).

RQ1.1 How accurate are supervised machine learning methods RF, SVM, and NB and WSL at extracting pairs of high-level dependencies?

RQ1.2 How accurate are supervised and WSL extracting fine granular requirements dependencies?

RQ1.3 How effective and how efficient is the usage of interactive swarm intelligence for determining the functionality of the upcoming software release?

Each RQ’s output is input to the next RQ. Hence, RQ1.3 utilizes fine-grained dependencies information from RQ1.2 to perform release optimization, which has objectives specific to dependencies between requirements. We plan to utilize swarm intelligence, a collection of bio-inspired optimization algorithms, for this RQ. These algorithms have been proven successful in a large number of application engineering, image processing, and data mining [169] providing an option for performing optimization in an interactive mode with the release decision-maker. The logical structure of our approach is shown in Figure 2.8.
2.3.3 Methodology

This section describes the research method, data preparation, classifiers and evaluation phases. The following describes the essential steps of the method from Figure 2.8 and how it was applied to our data.

Data Preparation

Firstly (Step 1), raw data from the textual requirements information (or document) is processed to extract the requirement statements. Following this extraction, the manual annotation process (step 2) must be carried out. To proceed with text classification (generating classifiers), the data set is passed through a NLP pipeline. Thereby, the data is first tokenized, eliminating possible stop words (English dictionary based), and then lemmatized using standard snowball Stemmer and WordNet Lemmatizer (step 3).

Classifiers

To solve RQ1.1 and RQ1.2, we utilized three classifiers: Random Forest (RF), Naive Bayes (NB) and Support Vector Machine (SVM) (step 4). Multi-class annotations were also utilized to further develop multi-class classifiers (step 5). While the NB algorithm searches for the best linear separator according to some criterion, SVM and RF have been used successfully and prominently for text classification [140]. We utilized Python’s scikit-learn library [9] for implementation.

While RF and NB classifiers performed well with basic settings, SVM needed additional tuning on the hyper-parameters. Considering the adaptive capacity of SVM, Radial Basis Function (RBF) was selected as the kernel function, penalty parameter C=2.0 and kernel parameter gamma =2.0 to achieve better classification accuracy [86].

Evaluation

A good validation technique should not overestimate or underestimate the model performance on unlabelled data. Since the annotated data set was small (a balanced 300 data samples, where each data sample represents a pair of requirements), we utilized a more robust sampling technique called k times k-fold cross-validation (CV) technique to eliminate possible bias in the classifiers. This validation technique has been proven as the most unbiased validation technique, which can be effectively utilized in the event of smaller training data sets to avoid overfitting [153], [110], [86]. We utilized 10 times 10-fold CV technique for this study.

2.3.4 High level Dependency Extraction - RQ1.1

Data preparation

For this study, the sample data for evaluation were taken from the public data set: PURE [70]. The Ertms/ETCS functional requirements specification document (SRS) consisted of 199 requirements with average sentence length of 10 words. With these n = 199 requirements, we ended up with n(n – 1)/2 = 19,701 potential pairwise dependencies.
In order to generate the ground truth data, we manually annotated the 550 data samples since this data belonged to a public PURE library [70]. Two of the authors engaged in this activity independently first studied the project utilizing the description in the SRS document. For more effective manual annotation, the pair-wise cosine similarity was utilized as a starting point for the manual annotation. The final data set consisted of the samples on which both the annotators agreed upon the label. The term original data set is used to describe this balanced data set of 300 samples.

To ready the data for classification, it was first tokenized, then all the English stop words were removed, and each token was then lemmatized to perform classification. Further, the pairs with higher cosine similarity were picked first to check possible dependencies. Finally, a combination of higher and lower cosine similarity pairs was randomly chosen to generate 550 annotations. Out of them, 367 were annotated as independent, 150 as a dependent, 33 could not be classified. For multi-class annotations, 38 were of Requires type, 89 Similar, 19 And, 3 Or , and 1 XOR. At this stage, data was now ready for classification.

**Stage 1: High level Dependency Extraction**

For the Binary (high-level dependency) classifier, the initial data set (after annotation) had a class imbalance. We extracted all 150 data samples (with class = 1, dependent) and randomly extracted 150 independent data samples from the pool of 367 independent samples. Following the methodology explained in Section 2.3.3, we generated classifiers with NB, RF and SVM.

Averaged (from 10 times 10-fold CV) results for the classifiers are shown in Table 2.1 (a). Of the three, SVM has the highest precision and F1 score. It implies that SVM could classify the valid dependent pair of requirements most accurately of all the classifiers. However, all three classifiers have lower recall and higher precision rates, which means they cannot correctly identify the possible dependent pairs. Additionally, all three classifiers generated approximately 0.7 F1 accuracies. However, to improve accuracy, we analyzed the effect of our proposed WSL mechanism. We concluded that all present classifiers could be utilized as an efficient prediction model.

Table 2.1: RQ1.1: Average classifier accuracy from 10 times 10-fold CV before (a) and after (b) utilizing pseudo-labelled data using WSL (see Figure 2.7). Class 0: Independent, 1: Dependent

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Original data set (Class 0 = 150)</td>
<td>RF</td>
<td>0.79</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.77</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.85</td>
<td>0.68</td>
</tr>
<tr>
<td>b) Original data set + WSL sample (Class 0 = 300)</td>
<td>RF</td>
<td>0.90</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.89</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.94</td>
<td>0.85</td>
</tr>
</tbody>
</table>
2.3.5 Fine granular Dependency Extraction - RQ1.2

Pseudo Labeling using Weakly Supervised Learning

In order to (pseudo) label the rest of the 19,000 requirement pairs, RF and NB classifiers created from the original data set were utilized (Figure 2.7). Since running classifier models have a non-deterministic characteristic, multiple instances for each of them were created. Only the samples (11,141) with consistent classification were finally selected. This new annotation resulted in pseudo labelled samples. The updated original data set, called as updated data set, was then tested using 10 times 10-fold CV through classification.

Results for various data sample sizes are shown in the Table 2.1 (b). We concluded that WSL classifiers performed better than those original learners from the results. The average CV showed more than 10%+ better performance utilizing 300 pseudo labelled data samples. Additionally, all three classifiers demonstrated notable improvement while SVM performed well overall.

Stage 2: Extraction of the Dependency Type

To address RQ1.2, we utilized 38 data samples for the three classes (114 in total). To demonstrate our findings, we annotated a multi-class subset of original data set is referred to as baseline multi-class data set in this paper. Utilizing this data set, baseline accuracies for RF, NB and SVM classifiers were generated. Results are shown in Table 2.2 (a).

We chose to report the weighted average results for the multi-class classifiers because when binary classification metric is extended to multi-class problems, the data is treated as a collection of binary problems, one for each class. There are then several ways to average binary metric calculations across the set of classes, each of which may be useful in some scenarios. Where available, it is recommended to select the weighted average parameter [8].

Analysis of the statistics revealed that the accuracy of all the classifiers remained in the same range (approx 0.6). However, SVM and RF performed well whereas NB demonstrated poor recall and a 10-fold CV score. The poor performance of the classifiers could be attributed to a limited and small data set used for classification.

The results of utilizing WSL on the baseline Multi-class data set are documented in Table 2.2 (b). The balanced data set for three classes was extracted randomly for classification from a pool of 4,460 data samples from WSL steps (Figure 3) on 19,000 data samples. This three class balanced data set consisted of 228 samples (=76*3). Statistical results show that NB and RF performed comparatively well, but the performance of SVM was exceptional. Although this improvement in accuracy is welcoming and supportive of WSL, closer evaluation is required to affirm the improvement in the performance.

2.3.6 Dependency aware release decisions - RQ1.3

Release planning is a wicked problem [132], i.e. the formulation of the problem is cognitively difficult, and there is no easy method to decide on a single solution. We approach the wickedness of the release problem by applying
Table 2.2: RQ1.2: Average classifier accuracy from 10 times 10-fold CV before (a) and after (b) utilizing pseudo-labelled data using WSL. Class 1: Requires, 2: Similar, 3: Others

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Original data (#Classes 1,2 &amp; 3 = 38)</td>
<td>RF</td>
<td>0.67</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.65</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.76</td>
<td>0.69</td>
</tr>
<tr>
<td>b) Original &amp; pseudo-labeled data (#Classes 1,2 &amp; 3 = 76)</td>
<td>RF</td>
<td>0.85</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.88</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Swarm Intelligence is an emerging bio-inspired paradigm for optimization algorithms. As a form of collective intelligence, they have been proven successful in a vast number of applications in engineering, machine learning, image processing, and data mining [169]. Using randomization, swarm intelligence is also able for highly complex problems to overcome being trapped in local optima.

Overcoming the simplistic notion of maximizing a value function defined from isolated requirements, the new problem formulation examines requirements dependencies and makes them the drivers of decisions. The novelty of this optimization approach is to bundle highly dependent requirements and make them the core content of releases. Therefore, the optimization is multi-objective with three optimizing functions:

\[
\text{Minimize } F_1 = \sum_{\text{All structural dep's } n} \text{penalty}(n)
\]

\[
\text{Maximize } F_2 = \sum_{\text{All value synergies } n} \text{values}(n)
\]

\[
\text{Minimize } F_3 = \sum_{\text{All efforts synergies } n} \text{effort}(n)
\]

F1 is defined on the product set \( R \times R \), which results in a quadratic function. The other two objectives, F2 and F3, are defined on the power set of \( R \). These functions are complicated to formulate, and applying swarm intelligence is expected to handle both non-linearity and non-convexity of the set-defined synergy functions: value and effort respectively. The functions describe the added value and the reduced effort compared with an isolated selection of
2.3.7 Threats to Validity

The results are preliminary as we studied the approach just for one data set. We will perform a more comprehensive analysis with data from PURE [70] in the future. In addition, we have attracted industrial data with access to domain experts to further check the validity of the approach.

For RQ1.1, the size of 500 samples is relatively small compared to the size of the overall sample set. We proposed WSL to overcome this deficit. For the actual annotations, each sample was annotated twice. In case of inconsistency, samples were not considered. Annotating test data from applying WSL is considered one way to overcome the annotation bottleneck [178]. We only considered samples with consistent classification from all the classification runs.

For RQ1.2, the annotated data is small, and the results might be biased. Also, this might have consequence on the WSL created output. We plan to evaluate our approach with additional annotations specific to a few selected classes.

k-fold CV is one way to validate results. There is a bias-variance trade-off associated with the choice of k in k-fold cross-validation. Given these considerations, one performs k-fold cross-validation with k=5 or k=10, as these values have been shown empirically to produce test error rate estimate [88]. We applied k=10. In addition, we applied it multiple times to overcome the impact of the fold selection. However, we need to test our approach with domain experts to see how valid the results are.

2.3.8 Discussion

In this study, we utilized a WSL based labeling approach, which exploits unlabeled data through the WSL method. This preliminary study showed that the quality of the textual content describing requirements is one of the key performance factors of our approach. Also, the general use of this approach in different domains needs thorough evaluation, which is part of the future research plan. In hindsight, while evaluating ML application for RDE automation, in this experiment, we encountered various difficulties, such as 1) Challenges due to natural language in the requirements, 2) Challenges with knowledge acquisition (labeled data), and 3) Lack of labeled data for ML training. Although there is a broad spectrum of advanced and conventional ML techniques to choose from for any automation, the nature of the problem and data-related challenges could influence the choice of ML technique largely. Additionally, the need for more extensive training data and computational power of the advanced ML technique incites another dimension to the ML technique selection criteria, which can not be ignored. In the next section, we elaborate more on these challenges and discuss various approaches to tackle them.
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Summary

This chapter mainly explored three components listed to identify the open challenges. We also proposed solution approaches to tackle each one of them.

1. **Literature review:** We explored various existing literature to understand the status of advancements for RDE. As a result, it was found that RDE automation through ML exploration is in the nascent stage.

2. **Survey:** We conducted a state-of-the-art survey with the practitioners to understand the current challenges and open problems.

3. **Preliminary study:** To verify if the RDE automation is feasible and technical challenges in such an implementation, we conducted a preliminary study: WSL for RDE using publicly available dataset [70]. Results were encouraging; however, the ability of the conventional ML to generalize the information in the underlying dataset and the quality of the annotations itself demanded further scrutiny.

These challenges, when addressed, could provide a direction for effective RDE. In the next part, we discuss the approaches we took to address these challenges.
Part II

Addressing Data Challenge (RQ1 & RQ2)
Chapter 3

Active Learning for RDE

3.1 Introduction

We evaluated AL and compared it with Passive Learning (PL), also called random sampling, in various stages and multiple projects. Active Learning is a form of ML in which a learning algorithm interactively queries an oracle (typically a human expert) to obtain the desired label for new data points \[141\]. We performed 54 tests for three sampling techniques, namely MinMargin, LeastConfidence and Entropy, for the three selected ML algorithms: Random Forest, Naive Bayes, and Support Vector Machine for multi-class classification. In this study, we explain the results from NB and RF for the six Mozilla family projects in detail.

3.2 Related Work

Active Learning has been extensively used in various Software Engineering specific problems. For example, Du et al. \[63\] developed an Active Learning-based approach for trace link recovery between the artefacts of the same project and showed that it performed better than the conventional ML methods such as RF, NB and SVM. Ekrem et al. \[91\] used the Active Learning heuristic to classify software effort estimate data and showed that their method is effective compared to complex estimation methods in use. Xu et al. \[168\] and Lu et al. \[101\] successfully predicted defects for the upcoming version of the software using defects from previous versions using Active Learning-based prediction models.

Although Active Learning has been explored to classify clone anomaly reports \[100\], test reports \[160\] and user models \[117\], it has not been explored in dependency extraction so far. In the recent past, in Requirements Engineering (RE), Dhinakaran et al. \[60\] showed that AL could reduce the supervision effort without compromising classification accuracy. Similarly, C. Arora et al. \[17\] showed that the AL approach could improve the accuracy of automated domain model extraction.
Additionally, Olsson et al. [125] surveyed all the studies of NLP applications that used Active Learning and concluded that it is effective in addressing challenges in the NLP tasks such as information extraction, named entity recognition, text categorization, part-of-speech tagging, parsing, and word sense disambiguation. Thus we hypothesize that Active Learning could benefit RDE problem solving, which has natural language as its core part, thus making it a form NLP task.

### 3.3 Research Method

This section presents the problem statement and overview of the experimental setup for this empirical evaluation.

#### 3.3.1 Research Question

We aim to evaluate AL for effective knowledge accumulation and improved classifier performance for RDE. Hence the research question we have formulated is as follows:

**RQ1.4**: Does Active Learning perform better than Passive Learning in terms of accuracy for RDE?

*Justification:* Supervised Learning mechanism heavily relies on manually annotated data. This is not only time consuming but also expensive in terms of effort. Additionally, for RE, annotation needs domain experts’ involvement to a greater extent. Any mechanism that could bring in a reduction will be an added value. Active Learning is widely used in the areas where the domain expert’s time is scarce. Through various empirical evaluations, we will explore how AL could address this inherent challenge of knowledge acquisition for RDE automation.

#### 3.3.2 Experimental Setup

Random sampling (Passive Learning) randomly selects a training set. Active Learning selects the most informative instances using various sampling techniques such as MinMargin, LeastConfidence and Entropy [141]. We compare Passive Learning (PL) with AL using a chosen ML as a classifier for this scenario. The analysis was done by concurrently adding 20 training samples in every iteration to classify the unlabeled instances.

Figure 3.1 depicts the workflow and various steps of the AL-based method, which chooses annotations intelligently in every iteration.

- **Initialization:** All the textual requirements information is passed through an NLP pre-processing pipeline first for all the dependency candidates \( D \) (Step 1). The data was first processed to eliminate stop words and then lemmatized following the traditional NLP pipeline [16]. We used the Term Frequency times Inverse Document Frequency (TF-IDF) [129] feature extraction before training ML methods.

A domain expert - also referred to as Oracle - randomly chooses a (typically small, in our test, we chose 20 samples) set of potentially dependent requirement pairs and annotates them (Step 2) to generate a training
Training: Thus, the prepared training set is used for training the machine learner (Step 3). Our method uses one of the three classifiers: Naive Bayes, Random Forest and Support Vector Machine as they are simple classifiers to work with textual data [121] [82]. Such trained ML (Step 4) are measured based on F1-score. These models provide a probability of a test instance belonging to a class that is indicative of the uncertainty (e.g., for a binary classification problem, the closer the probability of a prediction is to 0.5, the higher the uncertainty of classifier’s prediction) [60].

Choose least confident samples for manual labeling: The ML learner is trained with an initially small amount of labelled samples which is then used to classify the unlabelled data applying pool-based sampling [141] technique. This is well-suited for sampling the most uncertain data point or instance(s). All requirement pairs in the unlabelled data pool are evaluated according to their informativeness. Informativeness is computed using one of the three uncertainty sampling: MinMargin, Entropy, Least Confidence [141] techniques, which selects the instances with the lowest confidence level (probability value) to be labelled next (Step 6). In every iteration, n most uncertain predictions are shown to the Oracle2 and labels are acquired (Step 8). Such requirement pair with its label is then added to the training set (Step 9).

The selection of confidence threshold and n is a trade-off between the accuracy of the classifier and the efficiency of the trainer. For example, for least confidence technique, in every iteration, Uncertainty sampling...
recommends instances in which the model is least confident about to be explicitly labeled by Oracle\textsubscript{2}. Such intelligently chosen instances labelled by Oracle\textsubscript{2} are added to the training set, and the process repeats until one of the termination criteria is met.

- **Termination criteria:** AL stops if either a predefined number of iterations is done, or if the degree of improvement is minimal, or if no more unlabelled samples are available (Step \textsubscript{6}, \textsubscript{9}).

We implemented this AL method as a tool in Python utilizing Scikit-learn libraries \cite{127}. To enable comparison between AL and PL, in every iteration, when AL chose the most uncertain requirements pairs for annotation using oracle, PL chose these pairs randomly. Due to imbalanced class data, special care was taken to balance the dataset using the undersampling technique \cite{150} for this multi-class classification.

### 3.4 Data

Online bug tracking system such as Bugzilla \cite{2} is widely used in open source software (OSS) development. Feature requests and new requirements are logged into these systems in the form issue reports \cite{145, 26} which help software developers to track them for effective implementation \cite{146}, testing and release planning \cite{136}. Also, data from Bugzilla has been explored for bug report summary utilizing dependency related metadata from bug reports \cite{103, 90, 130}. Kim et.al. \cite{90} utilized Blocks and Depends\textsubscript{on} association relationships to examine a method for summarizing the bug reports based on weighted-PageRank using these dependency relationships.

#### 3.4.1 Data Collection

Collecting data from Bugzilla was a substantial effort carried out in multiple rounds. We extracted 16,239 requirements and related information for 15 Mozilla families of products from Bugzilla. All the information for requirements was collected using Bugzilla REST API \cite{3} through a python script such that each one of the enhancements considered for retrieval is dependent on at least another one in the dataset. The data spanned from 08/05/2001 to 09/08/2019.

![Figure 3.2: #Requirements mined from Bugzilla for the top 10 Mozilla projects](image)
Figure 3.2 shows the list of projects and their respective count of requirements used in this section. The Core project is a kernel of other Mozilla software. Firefox is the Mozilla Foundation’s web browser; Toolkit is a set of APIs. SeaMonkey is an all-in-one internet application suite, including web browser, email and newsgroup client, and HTML composer. Thunderbird is an Email client Application, Devtools is the developer tool within the Firefox web browser. Testing is the automated testing of Mozilla client code (Firefox, Thunderbird, Fennec, Gecko, etc), WebExtension is add-on API, Firefox for Android is a mobile version of Firefox for Android devices [3]. Figure 3.2 shows the number of requirements that were mined for this study. We have considered the top 6 projects (with more extensive data availability) to perform this empirical evaluation.

In Bugzilla, feature requests are a specific type of issue that is typically tagged as “enhancement” [116]. We retrieved these feature requests for the Mozilla family of products using the search engine in the Bugzilla issue tracking system. We exported all the related fields such as Title, Type, Priority, Product, Depends_on, See_also, and Blocks. Figure 3.3 depicts one such enhancement from Bugzilla. As shown in Figure 3.3, each issue report contains dependency relationships with other issue reports as references metadata [90].

### 3.4.2 Data Preparation

Further processing of this raw data resulted in 49,492 dependent pairs of various dependency types. We also generated 1,474,772 requirements pairs from these requirements, which had no dependency between them as a harmful sample data set of the class independent. We define the two relationships Depends_on and Blocks, which are inverse of each other as a requires structural dependency. For example: in Figure 3.3, the Depends_on implies that the bugs listed in this field (issue 1464506, 1464509, 1480430) must be resolved before this issue (1420347) [116]. So, issue 1420347 requires issues 1464506, 1464509 and 1480430. Blocks implies that an issue (1420347) must be resolved before the issues listed in this field (1527023) can be resolved [116]. So, issue 1527023 requires 1420347. Please note that the words requirements and feature requests are used interchangeably in this study. Table 3.1 shows statistics of project-wise dependency types. Core being a biggest project showed highest number of dependent pairs. Similarly, for the relationship See_also, which implied related to dependency [3], was interpreted as other dependency type for this study.

![Feature request example](image)

Figure 3.3: Bugzilla’s feature request (also referred to as requirement) example. Red arrows indicate the information of interest in this study.
Table 3.1: Statistics for project-wise dependency types

<table>
<thead>
<tr>
<th>Project</th>
<th>Requires</th>
<th>Other</th>
<th>Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>13,645</td>
<td>1,535</td>
<td>218,926</td>
</tr>
<tr>
<td>DevTools</td>
<td>4,215</td>
<td>493</td>
<td>95,404</td>
</tr>
<tr>
<td>Firefox</td>
<td>5,429</td>
<td>690</td>
<td>167,884</td>
</tr>
<tr>
<td>Firefox Build System</td>
<td>1,080</td>
<td>204</td>
<td>104,334</td>
</tr>
<tr>
<td>Testing</td>
<td>1,155</td>
<td>145</td>
<td>62,528</td>
</tr>
<tr>
<td>Toolkit</td>
<td>2,054</td>
<td>279</td>
<td>141,362</td>
</tr>
</tbody>
</table>

3.5 Results: Comparison of AL with PL for RDE - RQ1.4

This section presents the results from empirical analysis of the six selected projects from the Mozilla family: Core, DevTools, Firefox, FirefoxBuildSystems and Testing. We compared AL with a conventional random sampling-based classification- Passive Learning - using the hyperparameter tuned RF ML algorithm since it showed better results compared to NB and SVM.

Beginning with 60 training samples of each class (Requires Independent and Other), we developed multi-class classifiers for both AL and Passive Learning for this empirical study scenario. While AL employed MinMargin sampling technique\(^1\) to identify 20 most uncertain instance (requirement pair) for oracle to label. Passive Learning randomly selected 20 instances and added them to the training set along with their label, thus, kept the two approaches comparable in all the 20 iterations. Since data is already labeled, for AL, we pretend they are unlabeled until queried and labeled by a simulated oracle in this scenario. As shown in Figure 3.4, for AL, Core, DevTools, and Firefox projects achieved $F_1 > 0.7$, whereas FireFoxBuild, Testing and Toolkit projects achieved $F_1 < 0.6$. This disparity could be associated with data availability constraints. Other class samples were scarce for all the projects hence the results for this class did not yield good results. However, we are interested in Requires dependency type extraction mainly, thus as captured in the results, the AL’s $F_1$-score for this particular class (Requires) outperformed Passive Learning by a small margin for most of the projects except Testing.

Further looking closer into precision and recall of Requires class for the Core, DevTools, and Firefox provided nuanced insights. As shown in Figure 3.5 for all these projects, AL’s precision and recall exceeded the Passive Learning by a good margin.

Results from AL for Core, DeveTools and Firefox projects achieved $F_1 > 0.7$, whereas FireFoxBuild, Testing and Toolkit projects achieved $F_1 < 0.6$. Also, AL’s $F_1$-score for Requires class outperformed Passive Learning (PL) by a small margin for most of the projects except for Testing. For Testing project PL excelled over AL However, overall $F_1$-score for it was low. Small train set could be the reason for this performance.

\(^1\)We also conducted tests using Least Confidence and Entropy, however, due to space constraint, only Least Confidence output are discussed for this study

\(^2\)The tests were performed with #samples = 10, 15 and 20, only. We will discuss results related to #samples=20
Figure 3.4: AL vs PL for Least Confidence sampling technique for all the selected projects for Multi class classification

Figure 3.5: Precision and Recall of Requires class for AL vs PL using Least Confidence sampling technique for all the selected projects for multi-class classification. Baseline: Passive Learning, ReqPre: Precision of Requires class, ReqRcl: Recall for Requires class
3.6 Discussion

Most of the experiments with other sampling techniques with varying query sizes yielded similar results with negligible variations. Perhaps trying oversampling techniques or advanced feature extraction techniques could have altered the results for smaller projects such as FireFoxBuild, Testing and Toolkit. However, lack of data was a significant constraint to our knowledge since larger projects such as Core, Firefox, and DevTools showed encouraging results.

In hindsight, as highlighted by Burr Settles [141] in the AL literature survey, while using AL, it is assumed that often there is only one oracle or that the oracle is always correct or the cost of the labeling instances is free or relatively inexpensive. Thus, it ignores the expense part of utilizing AL. Consequently, AL which ignores cost, might perform no better than PL. Settles cautions that the pattern or feature set of the underlying natural language (of the dataset) should be known in advance to use AL safely. Also, the stopping criteria of AL should be mainly driven by the cost of acquiring instances rather than just improving the accuracy. As a result, we explored Ontologies to capture the details in the dataset, which could be further used to gather meaningful data. In the next section, we compare AL with Ontology-based Retrieval (OBR) and propose a hybrid solution for RDE. This solution is evaluated on two industry datasets.
Chapter 4

Hybrid Model for RDE

4.1 Requirements Dependency Classification by Integrating AL with Ontology-based Retrieval

Incomplete or incorrect detection of requirement dependencies has proven to result in reduced release quality and substantial rework. Additionally, the extraction of dependencies is challenging since requirements are mostly documented in natural language, which makes it a cognitively difficult task. Moreover, with ever-changing and new requirements, a manual analysis process must be repeated, which imposes extra hardship even for domain experts.

The three main objectives of this research are: 1) Proposing a new dependency extraction method using a variant of Active Learning (AL). 2) Evaluating this AL and Ontology-based Retrieval (OBR) as baseline methods for dependency extraction on the two industrial data sets. 3) Analyzing the value gained from integrating these diverse approaches to form two hybrid methods.

Building on the general AL, ensemble and self-training based machine learning, a variant of AL was developed, which was further integrated with OBR to form two hybrid methods (Hybrid1, Hybrid2) for extracting three types of dependencies (requires, refines, other): Hybrid1 used OBR as a substitute for human expert; Hybrid2 used dependencies extracted through the OBR as an additional input for training set in AL.

For two industrial case studies, AL extracted more dependencies than OBR. Hybrid1 showed improvement for both data sets. For one of them, F1 score increased to 82.6% compared to the AL baseline score of 49.9%. Hybrid2 increased the accuracy by 25% to the level of 75.8% compared to the AL baseline accuracy. OBR also complemented the AL approach by reducing 50% of the human effort.
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4.2 Introduction

In this research, we compare the two baseline methods that take a radically different approach to the requirements dependency extraction problem. The first method utilizes a domain ontology to extract the dependency pairs and their dependency type. The second method uses Ensemble-based Active and self-training labeling learning [102]. This approach selects a good set of requirement pairs to form a labeled training data set - an active learning approach. Also, it utilizes both labeled and unlabeled data. This solution aims to use a small labeled data set to achieve a good classifier with high accuracy.

We also propose and explore two different hybrid methods in this paper which could overcome major limitations of the baseline methods. The first hybrid method replaces the human-in-the-loop component of AL with an ontology-based solution. The second uses dependencies extracted from the domain-specific ontology as training input to AL. These approaches are evaluated with two industrial data sets provided by two IT companies: Siemens, Austria and Blackline Safety Corp., Canada. In this paper, we refer to Siemens, Austria, as Company A and Blackline Safety Corp., Canada, as Company B.

The paper is organized as follows: Related work is discussed in Section 4.3. Section 4.4 presents the background on the dependency extraction problem. Section 4.5 describes the research method, research questions, baseline methods, industrial data sets, and the design of the whole empirical study in detail. Section 4.9 covers the empirical evaluation of the baseline methods. Section 4.10 introduces the two hybrid approaches and reports their evaluation. Section 4.11 discusses the overall results of the study. Section 4.12 details the threats to validity. Finally, Section 4.13 outlines the outcomes and the discussion.

4.3 Related Work

4.3.1 Approaches for Requirements Dependency Extraction

Dependency extraction has been explored as a special case of traceability in the past [44] [20]. J.N.och Dag et al. [124] explored “similar” dependency identification based on similarity measures. Chichyan et al. [39] analyzed the mechanism of how the semantics of unstructured requirements can be evaluated to identify the dependency types using NLP techniques.

Recently many studies have explored requirement dependencies and utilized NLP and ML to a great extent on requirements artefacts [78] [51] [19] [139]. Guo et al.’s study [78] is limited to extract the trace and do not explore the structural type of dependencies, which is a focus of our research.

Deshpande et al. [50] [51] used NLP and ML methods to extract dependencies. Weakly supervised learning methods were explored and various machine learners were utilized in this study on a public data set [70]. Samer et al. [139] analyzed small industry data sets and utilized Latent Semantic Analysis to extract the dependency types. However, these studies lack emphasis on domain-specific knowledge and need a large number of training sets.
4.3.2 Ontology-based Approaches

Ontologies are used in different requirements engineering activities. As part of a holistic approach to requirement analysis, Verma and Kass used a semantic graph expressed in OWL to represent a core requirements ontology. The dependencies are just one type (“affects”) and are discovered using SPARQL queries. Other works use a domain ontology to create a requirements dependency graph and support some analysis. None of these papers provide empirical evidence on their benefits nor make any attempt to combine ontologies with ML techniques.

Guo et al. proposed the use of manually generated ontologies in a related RE problem, namely term mismatch problem in trace retrieval solutions. The construction of an ontology followed a guided approach by augmenting the ontology with existing traceability knowledge. To alleviate the considerably high cost of constructing such an ontology, the authors suggested that an ontology created through leveraging trace links for one project can be next re-used in other projects.

In a similar vein, Li and Cleland-Huang combined general and domain-specific ontologies to trace requirements with better accuracy than standard information retrieval techniques. To this end, the authors used a syntax tree and considered only noun phrases (representing mostly identifiers’ names) and verbs (representing actions) for computing similarity scores between source and target artefacts. Nevertheless, the approach devised by Li and Cleland-Huang lacks higher-level reasoning, as it is unable to capture more sophisticated concepts from the ontology.

Assawamekin et al. utilized an ontology as a knowledge management mechanism to automatically generate traceability relationships. Guan et al. showed how ontology and semantic web technology could be used to automate RDE.

Although these studies show an exciting outlook for Ontology in RDE automation, the effort needed to generate such ontology and their ability to handle complex grammatical patterns in requirement sentences written using natural language is not known; hence needs closer scrutiny.

4.4 Background

Requirement dependencies establish a relationship between requirements such that “progress of action on one requirement assumes the timely outcome of action on another requirement or the presence of a specific condition.” Some authors refer to them as “interdependencies” to clearly distinguish from relationships between requirements and other artefacts such as code or test suites. Although the study of requirement dependencies is framed in the Requirements Engineering (RE) discipline, other communities have targeted the problem extensively with respect to aspect identification or extracting dependencies among features such as variability modelling and architectural analysis.

Research in the area has a long history that studied dependencies related to both syntactic and semantic criteria. While some authors have proposed taxonomies focusing on requirements engineering in general, others focused on application areas such as release planning. For example, Dahlstedt provided the classification...
of most fundamental dependency types such as Requires, Refines, Similar_to, Increases/Decreases, value_of etc. and classified them into Structural and Cost/Value interdependencies.

Recently, Zhang et al. [174] consolidated these taxonomies in the context of change propagation analysis and proposed a model that included nine types of dependencies. In this paper, we are particularly interested in two types of dependencies: refines, requires, whereas the remaining ones are labelled as other. Refinement was defined by Pohl’s seminal proposal of taxonomy as “target object [requirement] is defined in more detail by another requirement” [128], whereas the requires relationship can be defined according to Carlshamre et al., as “R1 requires R2 to function” [37].

Not only academics but also software industry professionals have a voice on the topic. Deshpande et al. [55] report the results of a recent survey for requirements dependency extraction and maintenance, with 76% responses (out of 70) from practitioners. More than 80% of the participants agreed or strongly agreed that dependency type extraction is difficult in practice; dependency information has implications on maintenance, and ignoring dependencies has a significant impact on project success [55].

Previous studies have explored diverse computational methods that used Natural Language Processing (NLP) [124], fuzzy logic [123], predicate logic [176] and deep learning [78] techniques in the past. By considering their diverse nature, strengths and weaknesses, it is natural to explore the option of combining them into hybrid methods to obtain better results. In this paper, we choose two approaches (elaborated in Section 4.5.2):

- **Ontology:** Ontologies are widely used in RE research (see [48] for a survey). They are a well-suited conceptual artefact to manage knowledge. Particularly, domain ontologies [107] provide a formal representation of a specific domain serving as a means for communication and agreement. Hence, their use in activities such as dependency extraction is a reasonable choice to get domain-specific solutions.

- **Active Learning:** AL is a form of ML in which a learning algorithm interactively queries an oracle (typically a human expert) to obtain the desired label for new data points [141]. It has been effective in reducing human efforts in the data analysis process [60] [17]: therefore, it can be considered a good candidate for the dependency extraction problem.

Our motivation for selecting these two methods is that they are radically different approaches. While AL needs to start training from scratch for every new set of requirements, the use of a domain ontology enables knowledge reuse for projects of the same domain.

### 4.5 Research Method

In this section, we present the problem statement and then formulate the two research questions. Additionally, we introduce the two baseline methods in detail. Since this research is completely application-oriented, we describe the two industrial data sets first, followed by the configuration of the two baseline methods and the design of the empirical evaluation.
4.5.1 Problem Statement

The requirements dependency extraction problem aims to find and explicitly describe all existing dependencies between pairs of requirements. In this study, we aim to understand the effectiveness of two baseline methods that are variants of Active Learning (AL) and Ontology-based Retrieval (OBR). We analyze the outcomes and further evaluate the hybrid approaches by combining these two diverse methods, which are then evaluated on the two industry data sets. This study focuses on two different dependency types: requires and refines. All other extracted dependencies, i.e. those dependencies which are not classified as requires or refines, are subsumed as other. This categorization implies that these dependencies would require further analysis to determine their specific type.

Research Questions

RQ1.5: Are AL and OBR valid approaches for requirements dependency extraction from the perspective of industrial applications?
Justification: The two baseline methods have been explored in the existing literature; however, they lack industrial evaluation. From an application perspective, besides precision and recall measure, the amount of effort required to run the methods is an important selection criterion. The results obtained to answer this RQ are not just useful by themselves, but also pave the road to the following second research question.

RQ1.6: Can AL and OBR be integrated to form an improved dependency extraction method?
Justification: Results from RQ1 provide insights to both baseline methods, which enable us to design a hybrid approach that could reconcile their diverse perspectives and utilize their strengths to yield improved results.

4.5.2 Baseline Methods

In this subsection, we describe our AL method in-depth, which is designed specifically for this study and summarize the OBR method, which is already reported in the previous research by Motger et al. \[115\]. Also, we describe a NLP pre-processor that is common to both the methods.

Requirements Dependency Extraction by Active Learning (RD-AL)

Figure 4.1 depicts the workflow and various steps of the specialized AL-based method. We have utilized the general AL method \[60\], ensemble machine learning \[100\] and self-training method \[102\] \[171\] mechanism\(^1\) to design a variant of AL-based tool which is explained as follows.

- Initialization: All the textual requirements information is passed through an NLP pre-processing pipeline first that generates a unigram representation of the textual data fields of all dependency candidates \(D\) (Step \(\Theta\)),

\(^1\)Self-training: A learner is first trained with a small labelled data set, and then it is used to classify the unlabelled data. Typically the most confident unlabelled instances, together with their predicted labels, are added to the training set, and the process repeats.
which is discussed further in Section 4.5.4. The output of this pipeline is used by baseline methods to build more complex n-gram representations (bigrams, trigrams, etc.) according to the specific needs of the algorithms. A domain expert - also referred to as Oracle - randomly chooses a (typically small) set of potentially dependent requirement pairs and annotates them (Step 3) to generate a training set.

- **Training using ensemble machine learning**: Thus prepared training set is used for training the machine learner. We utilize yet another ML technique called *ensemble machine learning* (EML) \[61\] in this step. EML combines individual classifiers’ predictions by using their strengths and diluting their weaknesses, which improves the prediction performance of individual classifiers (Step 3). EML has proven to be effective compared to individual classifiers in problems such as app review classification \[82\] and software defects prediction \[112\]. Our method uses three classifiers: Naive Bayes, Random Forest and Support Vector Machine as they are simple classifiers to work with textual data \[121\] \[82\] and provide a probability of an instance belonging to a class which is indicative of the uncertainty (e.g., for a binary classification problem, the closer the probability of a prediction is to 0.5, the higher the uncertainty of classifier’s prediction) \[60\].

- **Choose least confident samples for manual labeling**: The EML learner is trained with an initially small amount of labelled samples which is then used to classify the unlabelled data (Step 6) applying *pool-based sampling* \[141\] technique. This is well-suited for sampling the most uncertain data point or instance(s). All requirement pairs in the unlabelled data pool are then evaluated according to their informativeness. Informativeness is computed using *least confidence uncertainty sampling* \[141\], which selects the instances with the
lowest confidence level (probability value) to be labelled next (Step 2, 3). In every iteration, \( n \) most uncertain predictions are shown to the Oracle and labels are acquired (Step 4, 5).

- **Choose additional labels (a SSL method):** A unlabeled pair of requirement for which the classification probability value (confidence value) is higher than the (preset) confidence threshold, is chosen to be added to the training set \([100]\) (Step 7, 8).

The selection of confidence threshold and \( n \) is a trade-off between the accuracy of the classifier and the efficiency of the trainer. In every iteration, the additional labels selected through SSL and instances labelled by Oracle are added to the training set and the process repeats until one of the termination criteria is met.

- **Termination criteria:** AL stops if either a predefined number of iterations is done, or if the degree of improvement is minimal, or if no more unlabelled samples are available (Step 8, 9).

We implemented this specialized AL method as a tool called RD-AL. RD-AL has been implemented in Python utilizing Scikit-learn libraries \([127]\) for voting classifier based ensemble classifier. Ensemble VotingClassifier combines conceptually different machine learning classifiers and uses a majority vote (hard voting) or the average predicted probabilities (soft voting) to predict the class labels. Such a classifier can be useful for a set of equally well-performing models to balance out their individual weaknesses. Since AL requires probability values to pick the most uncertain and confident instances in every iteration, we have utilized soft voting classifier, which generates the averaged predicted probabilities for classification in this research.

**Requirements Dependency Extraction by Active Learning (RD-AL)**

For RD-AL we utilize the AL already defined in the section above but with an Ensemble ML.

### 4.5.3 Requirements Dependency Extraction by Ontologies

For the OBR method, we utilize the OpenReq-DD tool that uses domain ontologies \([115]\). The ontology defines dependency relationships between specific terms related to the domain of the requirements. Using this information, it is possible to apply NLP techniques to extract meaning from these requirements and relations. Further, ML techniques could also be applied for conceptual clustering to classify the requirements into the defined ontology.

OpenReq-DD is exposed as a RESTful service with an API\(^2\) to provide the required data and perform the dependency extraction. The ontology is built using the W3C Web Ontology Language (OWL)\(^3\). The output of the OpenReq-DD service is a set of extracted dependencies as a JSON response.

Figure 4.2 shows the sequence of steps that OpenReq-DD performs to extract requirement dependencies. After data pre-processing (see Subsection 4.5.4), the semantic analysis performs two operations: 1) It generates a dependency tree where each node is a token of the input sentence and edges are the relations between parent words and child words; 2) extracts keywords to categorize each requirement, using a TF-IDF_BASED algorithm which uses

\(^2\)https://api.openreq.eu/dependency-detection/swagger-ui.html  
\(^3\)https://www.w3.org/OWL
frequencies to find most relevant, significant keywords among the requirement corpus. Next, the ontological categorization step classifies requirements into the different concepts of the domain ontology, which is the input to the final dependency extraction step, based on matching ontology concepts and relationships with clustered requirement keywords. See [115] for more details.

4.5.4 Natural Language Pre-processor Pipeline

To make both methods comparable and avoid bias in the initial step, we have implemented a state-of-the-art NLP pre-processor component which is deployed as a decoupled Java-based tool. This component applies a set of NLP techniques to improve the quality of textual requirements data and to apply a lexical analysis. Thus generated output is then fed to both the RD-AL and the OpenReq-DD tools for further processing.

The NLP pre-processor pipeline implements the following techniques:

- **Noisy Text Cleaning.** A set of 14 sentence cleaning rules which include the removal of non-relevant elements like list pointers or escape sequence characters.

- **Stop-word Removal.** Most common words that are not relevant for the syntactic and semantic analysis of a sentence are filtered out of the requirements text.

- **Standardization.** Words or phrases that are not recognized by standard dictionaries (such as acronyms) are replaced for understandable words.

- **Tokenization.** Each requirement sentence is split into a bag of words or tokens using the Apache OpenNLP
toolkit

- Stemming. Each token is converted into its root or stem using the KStemmer from the NLP4J toolkit.

Table 4.1: Information about industry data input from the two companies A and B

<table>
<thead>
<tr>
<th></th>
<th>Company A</th>
<th>Company B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product</td>
<td>Train control system</td>
<td>Safety critical system</td>
</tr>
<tr>
<td># Requirements (n)</td>
<td>310</td>
<td>93</td>
</tr>
<tr>
<td># Potential dependent pairs: n(n-1)/2</td>
<td>47,985</td>
<td>4,278</td>
</tr>
<tr>
<td># Annotations acquired</td>
<td>273</td>
<td>191</td>
</tr>
<tr>
<td># Ontology classes</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>Rough Ontology construction effort (hrs)</td>
<td>5hrs</td>
<td>10 - 12 hrs</td>
</tr>
</tbody>
</table>

4.6 Industrial Data Sets

Research questions are investigated on the two industrial data sets, as summarized in Table 4.1 and described below.

4.6.1 Company A - Siemens, Austria

This is a multinational conglomerate and the largest industrial manufacturing company in Europe. For this research, we use a collection of Request For Proposals (RFPs) documents of the railway domain. These requirements refer to specific technical features of the railway domain, including the reconstruction, rehabilitation and maintenance of tracks, industrial materials, related legislation, software systems and electronic interlocking installations.

For our study, we selected 310 requirements from the RFPs documents. This selection was assessed by Company A’s domain experts, who chose a highly related subset of requirements from the Radio Block Center (RBC) railway sub-domain to guarantee the extraction of relevant dependencies. From these 310 requirements, 47,895 requirement pairs were generated, from which 273 pairs are manually annotated (53 as requires, 65 as refines, 30 as others, 125 as non-dependent). These requirement pairs are candidates for the dependency extraction process.

4.6.2 Company B - Blackline Safety Corp., Canada

This is a world leader in the development and manufacturing of wireless safety products. For this study, we use the requirements of an area monitoring safety product built to monitor confined and open areas for safety hazards. It is a complex product that uses hardware, firmware, and software technologies. This product has intricate and inconspicuous dependencies in the manufacturing and release levels.

Currently, company B extracts dependencies exclusively manually. The domain knowledge is distributed over different documents and owned by different people, hence, the complete extraction and dependency management

5. https://emorynlp.github.io/nlp4j
4.7 Configuration of the Methods

4.7.1 Configuring the Ensemble-based AL Approach

For classifier model training, we randomly chose 20% of the data and retained it as the test set; the remaining 80% is used as the training set. The same test set (unseen data) is used in each iteration of AL to compute the classification ($F_1$) scores. There are three possible stopping criteria to terminate the learning process [141]: 1) Desired classification accuracy is obtained or accuracy start to degrade, 2) Labelling budget is exhausted, 3) There are no more unlabelled requirement pairs. We chose to terminate if the accuracy does not improve over a certain number of iterations (up to 10).

In order to strike a balance between the classifier’s accuracy and trainer’s efficiency, we set the number of annotations per iteration to three ($n=3$). Also, to minimize the addition of high confidence dependent pairs to the training, we set the confidence threshold to 0.9.

4.7.2 Configuring the OBR Approach

We built domain ontologies for both the products in collaboration with the respective product’s domain experts. For Company A, the ontology was developed collaboratively by some of the authors of this paper who are experts in ontologies in general, and domain experts. Keyword elements and relationships were established based on an analysis of the data set provided by Company A. The result takes the form of a formatted ontology file (using OWL syntax).

Figure 4.3 shows an excerpt of the ontology for Company A, comprising a small subset of key concepts and their dependency relationships, including two dependency types: requires and refines. We could see how this ontology

---

Table 4.2: Sample requirement pair examples from the two data sets and their dependency type

<table>
<thead>
<tr>
<th>Requirement 1</th>
<th>Requirement 2</th>
<th>Dependency</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>TND.2366: All acceptance tests for the ETCS level 2 system shall check the content of the telegrams emitted/received by the RBC and the balises</td>
<td>TND.2145: Shunting routes need not be recorded in the RBC</td>
</tr>
<tr>
<td>B</td>
<td>Movement detection setting or enabling movement detection should be initiated from the device’s menu and also remotely from the portal</td>
<td>For anti-theft, special locking mechanism will not be provided. If the owners are worried about theft they can bolt it</td>
</tr>
</tbody>
</table>

process is not only effort intensive but also time consuming. Additionally, there is a risk of missing dependencies. For our study, this company provided a document of 93 requirements which resulted in 4,278 potential requirement pairs. Of these, 191 pairs were manually annotated (43 as requires, 68 as refines, 4 as others, 80 as non-dependent). Table 4.2 shows examples from companies A and B.

---

6Due to confidentiality reasons, we refrain from providing ontology details for Company B
conveys the necessary information to automatically extract the dependency among requirements TND\textsubscript{2366} and TND\textsubscript{2145} listed in Table\ref{tab:dependencies} considering the relationship “ETCSLevel2 requires RBC”.

The design and elaboration of the domain-specific ontology for Company A (consisting of 28 classes) took 5hrs of effort as it was designed alongside ontology experts from the development team. Company B’s ontology (consisting of 21 classes) was also developed in collaboration with the domain expert of this product over 12hrs in multiple iterations and meetings.

4.8 Design of the Empirical Investigations

The overall design of the study has been outlined in Figure\ref{fig:empirical-design}. We use Company A and Company B requirements as the two industrial data sets to build two independent empirical evaluation scenarios. These include a set of pre-processed requirements using the preprocessor pipeline and a domain ontology file designed by domain experts from each company. This input has been in three different evaluation set-ups: (a) The OpenReq-DD baseline evaluation, (b) The AL-RD baseline evaluation, (c) The two different Hybrid approaches, discussed in detail in Section\ref{sec:hybrid-design}. For each one of the three evaluation scenarios, we provide two independent empirical analysis using Company A and Company B data sets. Each combination provides a set of dependencies as a result.

RQ1.5 is devoted to analyzing the performance of the two baseline methods for the two industrial data sets whereas RQ1.6 is for the evaluation of the two hybrid methods stemming from AL and OBR approach.

4.9 Empirical Evaluation - RQ1.5

In this section, we present the evaluation, results and analysis for RQ1.5. The results are explained through accuracy values which are supported with qualitative and comparative analysis of the two methods from an efficiency perspective.

For the evaluation, we have used 10 times 10-fold cross-validation. Each of the classifier statistics has been analyzed using precision, recall and $F1$ measures. as defined in Equations\ref{eq:precision},\ref{eq:recall}, and\ref{eq:f1}, respectively.
In the formulae above, $TP$ represents the # of requirement pairs that are truly classified positive. Similarly, $FP$ and $FN$ represent the # of requirement pairs that are classified as false positives respectively false negatives.

The evaluation results are summarized in Table 4.3. $F1$ is computed for the test data (unseen data). The standard deviation (STD) has been specified for the cross-validation score to provide information regarding the variance between multiple runs. Special care has been taken to have balanced data sets to ensure an unbiased analysis.
The ensemble-based AL approach (see Figure 4.1) generates the final output in two stages. Firstly, a coarse classification of dependent and independent requirements is performed. Secondly, only the dependent requirements pairs are used further to classify into fine-grained dependency types in the second stage.

The evaluation results are summarized in Table 4.3. $F_1$ is computed for the test data (unseen data). The standard deviation (STD) has been specified for the cross-validation score to provide information regarding the variance between multiple runs. Special care has been taken to have balanced data sets to ensure an unbiased analysis.

The ensemble-based AL approach (see Figure 4.1) generates the final output in two stages. Firstly, a coarse classification of dependent and independent requirements is performed. Secondly, only the dependent requirements pairs are used further to classify into fine-grained dependency types in the second stage.

4.9.1 Results Company A

As summarized in Table 4.3, OpenReq-DD extracted 1,608 dependencies. Among them, there were 501 refines dependencies, 1,107 requires dependencies and zero other. The $10\times10$ cross-fold validation showed an average $F_1$ score of 85% and a standard deviation (STD) of $\pm0.07$.

The RD-AL tool was fed with all 47,985 potentially dependent pairs of requirements. Of these pairs, 273 pairs were randomly selected and annotated by a domain expert. The multi-class classification stage, RD-AL extracted 1,656 requires dependencies, 1,758 refines dependencies and 4,871 other dependencies. The multi-class classification $F_1$ score was 72% and the $10\times10$ cross-validation average was a 92% $F_1$ score with $\pm0.02$ STD.

4.9.2 Results Company B

The OpenReq-DD tool extracted 154 refines and 44 requires dependencies. The $10\times10$ cross-validation resulted in an average $F_1$ score of 76% with a $\pm0.21$ STD. The RD-AL tool was fed with all potentially dependent pairs of requirements generated out of 93 requirements. Of these, 200 pairs were randomly picked and annotated by a domain expert to form a seed training set. In the second stage of fine-grained multi-class classification, the tool extracted 871 refines, 416 requires and 65 Other dependencies. Once again, the operation was terminated when the accuracy plateaued at 49.87% $F_1$ score, while the $10\times10$ cross-validation accuracy showed 86% accuracy and $\pm0.14$ STD.

4.9.3 Analysis

Due to the varying size of the two industry data sets, the amount of effort and time taken for executing the RD-AL approach were different. Company A’s data set needed about 3hrs of domain expert’s time of which 0.5hrs was to provide the annotations in every iteration. Similarly, Company B’s data set needed one hour of domain expert’s time including 0.25hrs for annotation.

OpenReq-DD approach is solely based on the ontology, thus, the efforts and time needed for its construction was a one-time activity. Conversely, RD-AL approach needs greater effort since a domain expert was actively involved in the process. However, the findings indicate that the number of dependencies extracted by RD-AL was higher compared
to OpenReq-DD. RD-AL uses a top-down approach where it considers all the potential pairs of the requirements and uses an oracle to acquire additional knowledge. In contrast, OpenReq-DD tool used a bottom-up approach using ontology as its direction to achieve the same objective. As a result, the dependencies extracted by the OpenReq-DD tool are smaller in number (higher chances that a few of the dependencies could be missed), whereas RD-AL extracted them in a larger numbers (higher chances of false positives).

RQ1.5: For both case studies, RD-AL was extracting more dependencies than OBR. The results naturally lead to the evaluation of the hybrid approach of the two methods, which could complement each other to improve performance and reduce efforts.

### 4.10 Empirical Evaluation - RQ1.6

This section elaborates the two hybrid approaches and their evaluation. Ontologies in general help capturing the domain-specific knowledge which can be further analysed to provide a deeper analysis of requirements documents. However, constructing an ontology is time-consuming and has been proven to be difficult to automate for repeated use in the advent of changing and evolving software products.

Conversely, AL works on the uncertainty sampling (active sampling) instead of random sampling selection strategy. Hence, AL seeks to minimize the human effort required for training a classifier by intelligently selecting an unlabelled sample for labelling via uncertainty sampling over multiple iterations. However, manual annotation by an oracle and seed train set are the most important aspects of the AL approach. Hence, these can have immense impact on how fast the AL could converge to stopping criteria.

Also, there have been studies which evaluate alternatives to oracles (which are typically domain experts otherwise) to overcome the noise that a single human expert could add due to fatigue, boredom, inconsistency etc. Such as crowdsourcing or multiple annotators etc.

Building on the strength of domain-specific ontologies and the power of AL, in this subsection, we discuss two
4.10. EMPIRICAL EVALUATION - RQ1.6

Figure 4.5: Comparison of AL with two hybrid approaches. In the first (Hybrid1) we use OpenReq-DD tool as an oracle and in the second (Hybrid2) we used its output as an additional dataset for training AL-RD hybrid approaches and leverage on their respective benefits. These approaches use ontology reasoning as (i) a substitute to the human expert (Oracle2: Figure 4.1) and (ii) as an extension for the training set for running the AL approach. Although the AL tool was developed in Python and OBR in Java, python wrapper was developed to communicate among the two tools through API. Figure 4.5 shows how the OBR tool was used as a plug-in into the AL tool to construct the hybrid approaches.

4.10.1 OBR as Oracle for Classification (Hybrid1)

In the AL approach (Figure 4.1), Oracle2 (domain expert) assigns a label to each of the least confident requirements pairs in every iteration. The Hybrid1 approach replaces the human expert by the OpenReq-DD tool as a Oracle2. At each iteration of the AL cycle, the least confident requirement pairs are automatically sent to the OpenReq-DD tool using its REST interface to autonomously predict whether the requirement pairs are dependent or not (stage 1) and which type of dependency are they classified to (stage 2). In this way, we examine the effectiveness of the tool support for classification.

4.10.2 Dependencies Extracted from the Domain-specific Ontology as Training Input to AL (Hybrid2)

To create a synergy between the two baseline methods, Hybrid2 uses the dependencies extracted using ontology-retrieval (Figure 4.2) method as an additional input for the training set (D₀, in Figure 4.1). This is achieved by...
running a prior analysis using the OpenReq-DD baseline approach, and this output is then fed as the labelled training set for the AL-RD baseline method. As a result, initial labelled data turns out to be a combination of the human expert annotation process and the automatic OpenReq-DD classification output.

As a consequence, the chances of learning are improved by gathering input from two different types of oracles: human expert and ontology retrieval. As shown in Figure 4.5, this approach compares with the AL method described in Figure 4.1.

### 4.10.3 Results Company A

Tables 4.4 and 4.5 provide a summary of the results explained in this section. The tables describe the impact of variants of hybrid methods which try to strike synergy between RD-AL and OBR. For Hybrid1, where OpenReq-DD replaced the human oracle in RD-AL, the $F_1$ score increased from 72.0% to 75.0% when compared to the baseline method. The 10×10 cross-validation analysis reported a 96% $F_1$ score with STD of $\pm0.02$.

For Hybrid2, where the output from the OpenReq-DD (1,608 dependencies) was added to the training set, showed an $F_1$ score of 76.7% which is about 3% higher than the baseline accuracy. The 10×10 cross-validation $F_1$ score improved to 95% from 92% with a STD of $\pm0.02$. The human effort required by Hybrid2 is a combination of the effort required by OBR and the human effort of the AL baseline method, which include the design of the ontology and the feedback provided to the active learner cycle as Oracle$_2$.

### 4.10.4 Results Company B

For Hybrid1, the $F_1$ score showed an increase to 82.6% compared to the baseline 49.9%. Also, the 10×10 validation score showed an improvement of 6% to become 92%.

For Hybrid2, when the output from the OpenReq-DD (191 dependencies) was added to the existing training set
(200 dependencies), the accuracy increased by 25% to the level of 75.8% in the multi-class classification compared to baseline accuracy of the RD-AL tool at 49.87%. The $10 \times 10$ cross-validation accuracy was 92% with STD of $\pm 0.05$.

Additionally, to measure the potential of the ontology to replace the domain expert as an oracle (Hybrid1), intersection of the annotations, provided by the domain expert (in the baseline results), with OBR was conducted. The results showed that the Company A and B’s tests had 56% and 50% overlap, respectively.

Table 4.5: Hybrid2 results: Training set combined with dependencies from OpenReq-DD tool

<table>
<thead>
<tr>
<th></th>
<th>Annotated data</th>
<th>RD-AL output</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Company A</strong></td>
<td>273 pairs + 1609 OpenReq-DD dependencies (positive samples)</td>
<td>Refines: 4,292</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Requires: 7,530</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other: 1,151</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$F1$: 76.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$10 \times 10$: 95%($\pm 0.02$)</td>
</tr>
<tr>
<td><strong>Company B</strong></td>
<td>191 pairs + 198 OpenReq-DD dependencies (positive samples)</td>
<td>Refines: 585</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Requires: 311</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other: 207</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$F1$: 75.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$10 \times 10$: 92%($\pm 0.05$)</td>
</tr>
</tbody>
</table>

4.10.5 Analysis

Firstly, when comparing Hybrid1 and Hybrid2, the former generated better results for Company B, whereas the latter showed better results for Company A. Secondly, Hybrid1 results indicate that the domain-specific ontology could cover for approx. 50% of the efforts of a domain expert. More concretely, this implies that OpenReq-DD does not extract all the dependencies present in the data set and provides partial knowledge of the complete representative data of the unlabelled data set. Conversely, considering the sum of the estimated effort required by Oracle in every iteration during RD-AL execution (as reported in Section 4.9), Hybrid1 reduces half of the human effort required for dependency extraction for these two companies.

Lastly, Hybrid2 outcomes show more promising results. There is a clear improvement in the $F1$ score: 3% for company A at 76.7% and an increase of 25% for company B at 75.8%. This disparity could be attributed to the diverse nature of these two data sets. While one is a pure software-based product, the other belongs to a more complex and multi-component project. However, the results indicate that OBR output helped classifier to learn the representative of the data set with this approach.
RQ1.6: For Hybrid1, the $F_1$ score showed an increase to 82.6% compared to the baseline 49.9%. For Hybrid2, the accuracy increased by 25% to the level of 75.8% in the multi-class classification compared to baseline accuracy. OBR also complemented the AL approach by reducing 50% of the human effort.

4.11 Discussion of results

Despite its exploratory nature, this study offers some interesting insight into the relevance of the two baseline methods to the real-world (industry) data sets. The findings show that our AL-based implementation tends to create false positives. However, this could be a positive aspect when weighed against the adverse impact it could have had on the overall product success (at least in the real-world context) if dependencies were overlooked or omitted. Additionally, the ontology-based approach appeared to be conservative in the extraction process; however, this does not claim external validity.

Although there are different approaches to extract requirements dependencies, there is limited or no evidence of their suitability in real-world settings. In fact, we think that there are no easy answers to the question: how different methods perform under different circumstances? Through this research, we hope to answer this question and make progress, even though it may appear minuscule, towards reaching the bigger goal.

Based on the results from just the two industrial case studies, we do not claim to answer the fundamental question, “Which method works better and in what circumstances?”. Instead, we argue that the industrial perspective goes beyond simple $F_1$ measurement and includes other crucial aspects that are especially related to effort and impact. Thus, we could draw one such strong conclusion from this research, which is that creating ontologies becomes more valuable, the more it is re-used subsequently in different ways. However, measuring this value was outside the scope of our investigation.

The return of investment (ROI) is defined as the ratio of the current value of the investment and the cost of investment. $\text{ROI} \geq 1$ indicates that the value (in a given time interval) exceeds the cost of investment and thus is profitable. Consequently, we believe that even a small improvement in extracting requirements dependencies is valuable considering the adverse impact of missing some of them.

In summary, the investment into the hybrid approach is justified by the investigation of ROI: How much rework effort is saved and quality improvement is achieved from the cost of extracting more number of requirements dependencies? The answer is context-specific, but we expect a bigger than one ROI from investing in a hybrid extraction method, in particular, in the case of acquiring additional training samples to generate better models.

Ontologies are intended to provide knowledge engineers with reusable pieces of declarative knowledge, which can be – together with problem-solving methods and reasoning services – easily assembled into high-quality and cost-effective systems [122]. Ontology is created by synthesizing the knowledge elicited from domain experts into comprehensible mapping.

While it can not be determined if a specific hybrid system integrating ontology-based techniques in the AL cycle is
better than an alternate approach, empirical evaluation proves that both baseline methods improved when integrated to counterbalance the main weaknesses of each one of them.

Finally, as the product manager of Company B summarized the value addition of the proposed hybrid methodology, “The safety-critical functionalities of the product and the evolution of the requirements as part of the product incremental development cycles exert tremendous pressure to identify as many dependencies as possible. Hence, decisions at the fine granular level have a larger impact on quality, cost, resource utilization and time-to-market”.

4.12 Threats to validity

4.12.1 Internal Validity

1. Our EML model comprises of the basic and most used ML algorithms in text-based research. However, EML can be enhanced to incorporate additional algorithms and tested for its impact on the classifier performance.

2. RD-AL utilizes the least confidence measure to compute the uncertainty index. It remains to be seen how other measures, such as Min Margin and Label entropy [141], could alter the results.

3. We used the SSL method to select and add a small portion of the most confident sample (step \( \hat{\theta} \), Figure 4.1) data to the training set in every iteration. However, some of these requirement pairs may be wrongly labelled which could have an impact on the classifier performance.

4. Hyper-parameter tuning for the machine learners has not been explored in this study. Since this needs additional computational time and resources and thus was not feasible to be carried out in every iteration of AL. However, we do not rule out its impact on the results.

5. Similarly, to have the same measures, we chose \( F_1 \) in both companies but in the case of Company A, since they are more interested in minimizing false negatives, other values of \( F_k \) would be a more precise measure for their business case.

6. In this study, synonymy evaluation is not used. Exploring intelligent mechanisms such as semantic similarity using WordNet database could have a significant impact on NL procedures like ontology categorization.

7. Data annotation was carried out by domain experts from companies A and B. Thus, we do not rule out the adverse impact of bias in the initial training set.

8. We did not consider directionality in the dependency set. Additionally, we did not consider the feature engineering process of extracting word and sentence-level features. While these two treatments could have improved the prediction power of our approach, reported results are not compromised.

4.12.2 Construct Validity

The level of detail and the completeness of the ontology are known to have a substantial impact on the overall retrieval results. It remains open how complete these ontologies for the two industry data sets are. As a matter
of fact, ontology design was not specifically focused on a three-type dependency approach and, hence, the generic other dependency type is not mapped in the ontologies. A refinement iteration of this third generic type and its design on the ontology could have an impact on the OBR baseline method results. Additionally, we suspect that the language-based noise in the raw data in the form of grammar and semantics could have an impact in general on the outcomes.

4.12.3 External Validity

The experiments carried out for this research are for just two diverse and different data sets. Hence, the results cannot be generalized. Large scale empirical studies, either on industry or open-source software repositories, could benefit to arrive at more general conclusions.

4.13 Discussion

In this study, we proposed a variant of AL, that combined AL, ensemble and SSL to extract requirement dependencies. We also compared it with the OBR approach for two industry data sets. Results showed that AL extracted more dependencies compared to OBR, thus, we designed two hybrid approaches to evaluate how well these baseline methods could complement each other to yield nuanced results. Hybrid1 results showed that it is possible to reduce the human effort required in the AL while improving the reliability of the classification output. Hybrid2 demonstrated that conservative dependency extraction results could be used as input for AL to improve results and provide visibility to new and undetected dependencies.

Requirement dependencies extraction is a difficult task, and no single solution is expected to solve the problem. In fact, there is no “solution” to this problem. Instead, a few existing industrial studies confirmed that each evolutionary improvement could help to improve the product development process from a real-world perspective. Our research on industry data sets shows that improvement not only refers to the formal accuracy (F1 value) but also includes the decreasing effort to extract dependencies and the ability to support knowledge management of the company. The latter aspects are hard to quantify but are proven highly relevant [137].
Chapter 5

Cross Project Dependency Extraction

5.1 Introduction

Transfer Learning aims to extract the knowledge from one or more source tasks and applies the knowledge to a target task [120]. A cross-project dependency extraction (CPDE) is a form of Transfer Learning when an ML model is trained using sufficient training data from existing source projects and then used on a target project to predict requirements dependencies. This definition is similar to cross-project defect prediction [170] [109] which has been adapted to the context of RDE. The target project could be a new project or a project with limited training data. In other words, Cross Project Dependency Extraction (CPDE) uses data from one project (source) to build the predictive model. It is then used to predict dependencies in another project. Essentially, CPDE aims to solve the problem of limited data available to train within a project. Hence, we utilize conventional ML methods such as NB, RF and SVM for evaluating Transfer Learning in the context of RDE.

Recently, BERT, a Deep Learning (DL) language model, pre-trained on a large textual corpus such as English Wikipedia, has proven to effectively address the Transfer Learning challenges when fine-tuned with task-specific dataset [84] [98]. Thus, to evaluate CPDE applicability for RDE, we fine-tuned the base BERT model using RDE specific dataset of a larger (source) project and evaluated its performance for dependencies extraction for smaller (target) projects.

5.2 Research Method

As a natural progression to addressing the lack of training data for dependency extraction, we explored RF, NB and SVM for CPDE. Utilizing data from six different projects of Bugzilla, we analyzed classification for binary and multi-class classification problems related to RDE. Also, we evaluate fine-tuned BERT using binary class RDE dataset as multi-class data used in this study is scarce (please refer to the statistics in Table 3.1. After filtering requirements

1We use prediction and extraction interchangeably to align with the ML terminologies for better readability.
sentences with less than five words, Other class samples for most of the projects were left with fewer dependent pairs) to train DL methods.

5.2.1 Data

We chose the top six projects from the Mozilla family of products: Core, Firefox, DevTools, Toolkit, Testing, and Firefox Build Systems. This dataset has been described in Section 3.4 in detail. We extracted 17,337 requirements and their related information for 15 Mozilla family of products from Bugzilla. We interpreted depends_on and blocks fields as “Requires” dependency type. So, further processing resulted in 49,492 pairs being interdependent where the dependency type was “Requires”. For the see_also dependency type, which is documented as a relationship of the type “related issue” has been interpreted as others dependency type. Please refer to Section 3.4.2 for more details regarding this interpretation explained with an example. We also generated 1,474,772 requirements pairs from these requirements, which had no dependency between them as a negative sample data set.

To determine the similarity between the projects we utilized number of intersecting dependency pairs for any two given projects from the chosen 6 projects for this study. Figure 5.2.1 shows the distribution of the pure and intersecting requirements pairs. If a pair of requirements belong to same project then they are pure requirements, if not then they are termed as intersecting requirement pairs. We further grouped them project-wise and closely analyzed further. The heatmap depicted in 5.2 shows this information for all the projects. Firefox project is a biggest of the six. However, Core project intersects maximally with most of the projects as shown in the Figure

![Figure 5.1: For the six projects selected for CPDE study, count of total requirements pairs are depicted using green color. Blue color depicts the number of pairs that have one requirement belonging to other project](image-url)
CHAPTER 5. CROSS PROJECT DEPENDENCY EXTRACTION

5.2. RESEARCH METHOD

Figure 5.2: For a pair of requirement tuple say \((A,B)\), \(A\) belongs to project on x-axis and \(B\) on y-axis. This heatmap shows the percent-wise intersection for all the six projects.

### 5.2.2 Research Questions

We explored answers to four research questions as follows:

**RQ2.1** In terms of accuracy, how do Within Project Dependency Extraction (WPDE) models compare with CPDE for binary (Dependent/Independent) classification?

**Justification:** To verify the applicability of transfer learning in the context of RDE, we chose to perform a high-level test - Binary dependency extraction - to identify the best performing ML algorithms first. RF, NB and SVM were chosen for building extraction models and tested on the six Mozilla family projects.

**RQ2.2** In terms of accuracy, how does WPDE models compare with CPDE models for fine granular (multiclass: Requires, Independent, Others) dependencies?

**Justification:** Based on the results from RQ2.1, we then chose the best performing ML algorithm to further classify fine granular dependencies as the second stage of transfer learning application in the context of RDE.

**RQ2.3** For version wise classification, does CPDE outperform WPDE in terms of accuracy?

**Justification:** Since software development is incremental and iterative, it was essential to explore Transfer Learning in the scenario of lack of data for training in the initial stages of software version development. Hence, we explored strengthening Transfer Learning by utilizing knowledge of dependencies over the versions as an additional data source.

**RQ2.4** How does fine-tuned BERT perform for CPDE in terms of accuracy compared to other conventional ML techniques?

**Justification:** BERT models are pre-trained on a massive dataset from Wikipedia. Thus they have proven to understand the context of textual content. Essentially, BERT can automatically detect the features (textual representations) needed for classification or detection, which, when learned by the classifier, allows better generalization even over new or (and) unseen data [177] [84]. Thus, we test it for CPDE. As such, the BERT model is further fine-tuned using domain-specific data, which is RDE data in our case.
5.2.3 Experiment setup

This study aims to evaluate CPDE for RDE and compare it with WPDE for feasibility. As such, we analyze the extent to which TL could address the limited training set problem for RDE.

We first preprocessed the data set and used Natural Language Processing to remove stop words, special characters and numbers. Finally, lemmatization was carried using the Stanford NLTK tool kit \([1]\). We implemented the following binary and multiclass classification algorithms for various empirical studies.

**CPDE pseudo code**

| Train set: | \( S \) consisting of requirements pairs and their class labels where, label can be 0: Independent, 1: Requires and 2: Others. |
| Test set: | \( T \) consisting of requirements pairs. Although label is known it is only used during performance evaluation. |

1. Using labeled training set \( S \), obtain a classifier \( C \)
2. Capture 10 x 10 cross validation score.
3. Apply \( C \) to \( T \) and obtain class labels for each dependent pair.
4. Capture F1-score, precision and recall.
5. Repeat 3 & 4 for other target projects \( T \)

**Cross project dependency extraction (CPDE):**

CPDE also called the Transfer Learning model, is developed for a source project and used for predicting the dependencies for another project (target project). CDPE pseudo code details the logic of CDPE implementation. For WPDE, logic is identical to CDPE, but unlike CDPE, source \( S \) and target project \( T \) are one and the same.

**Version-wise CPDE:**

In the advent of data availability, it is practical to use the historical labeled dependency data of the prior versions within the same project to build classifiers and apply them to predict dependencies in the current version. However, such data might be limited or scarce, and CPDP could be effective in this scenario. Therefore, we supplement the dependency information from another project (source) until version-wise dependencies data for the target project is accumulated. We hypothesize that this will improve the performance of dependency prediction between successive versions.

Cross-version defect prediction \([105]\) has been explored in the literature wherein the training data from different versions of a product are used to train a classifier and predict the defects for a newer or updated version of the product. Taking inspiration from it, we developed a solution in the first iteration of which we utilize labelled data (say, \( S \)) from a source project, build a classifier and predict for the oldest version (available), say, \( t_i \) of a target project \( T \). In the next iteration, we include the labelled data from this older version \( t_i \) to \( S \) (i.e. now \( S = S + t_i \)) and once again build a classifier to test it for the next in line \( t_{i+1} \), this process is repeated for all the version wise available data. This is our version-wise CPDE mechanism. It essentially simulates a scenario of CPDE for a target project.
under development, and the data for training is available only over a software development life cycle. Pseudocode of Version-wise CPDE below details the logic of version-wise CPDE.

<table>
<thead>
<tr>
<th>Version-wise CPDE pseudo code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train set:</strong> $S$ consisting of requirements pairs and their class labels where, label can be 0: Independent, 1: Requires and 2: Others.</td>
</tr>
<tr>
<td><strong>Test set:</strong> $t_i$ consisting of requirements pairs for the oldest version $i$ of the target project $T$. Although labels are known (as this is a completely labeled dataset) it is only used during performance evaluation.</td>
</tr>
<tr>
<td>1 Using labeled training set $S$, obtain a classifier $C$</td>
</tr>
<tr>
<td>2 Capture 10 $\times$ 10 cross validation score.</td>
</tr>
<tr>
<td>3 Apply $C$ to $t_i$ and obtain classified dataset $t_i^l$</td>
</tr>
<tr>
<td>4 Capture F1-score, precision and recall.</td>
</tr>
<tr>
<td>5 Move $t_i^l$ to $S$</td>
</tr>
<tr>
<td>6 Increment $i$ to $i+1$ (i.e. next version)</td>
</tr>
<tr>
<td>7 Go to 1 and repeat until all the versions $i$ of $T$ are classified</td>
</tr>
</tbody>
</table>

**CPDE using fine-tuned BERT**

It was essential to have a large train set to utilize BERT for classification. Hence, we utilized the Core project’s data for this test as it had a larger dataset to perform this hypothesis. Fine-tuning BERT essentially means that domain-specific data is used to train the BERT models (off the shelf) and used as an extraction model for other projects.

## 5.3 Results

### 5.3.1 WPDE vs CPDE models for binary dependencies classification - RQ2.1

Using WPDE and CPDE algorithms explained previously, we developed three extraction models using NB, RF and SVM algorithms for the six selected projects with varying sizes (18 extraction models). We randomly selected 800 samples for training and 200 samples for testing for each one of the projects. Special care was taken for class balancing for both train and test sets. We then repeated the training and testing operations 10 times to finally capture the averaged results of F1, precision and recall.

As shown in Figure 5.3, WPDE models of Core and Firefox projects for all the three models performed well with F1-score $\geq$0.8, however not so much for the other four projects. Firefox and Core are projects with larger datasets than others; hence we speculate it is the prime reason for this behaviour. A closer look at the precision and recall for all these models are as shown in Figure 5.4 Analysis shows that, in general, RF and NB excelled, and SVM did not yield good results comparatively.

For CPDE, we randomly selected 320 samples from each project and tested them with other project’s extraction models. Heatmap of this empirical test is as shown in 5.5 While most projects could perform well when tested with Firefox data, others did not yield stellar results. The only interesting factor was that the Core and Firefox project
Figure 5.3: Average F1 score of WPDE for the six selected projects from Mozilla for the three conventional ML methods executed 10 times

Figure 5.4: Average Precision and Recall score for WPDE for the six selected projects from Mozilla which were executed 10 times
could predict mutually and showed F1-score=0.6. Yet again we speculate the dataset size to be the main constraint which could have triggered such behavior.

![Figure 5.5: Average F1 score of 10 times execution for Binary class CPDE for six selected projects](image)

RQ2.1: Within Project Dependency Extraction (WPDE) for all the six projects showed F1$\geq$0.8 and Cross Project Dependency Extraction (CPDE) stood F1$<0.6$. Clearly binary class WPDE performed better than CPDE for RDE.

5.3.2 WPDE vs CPDE models for multi-class dependencies classification - RQ2.2

In order to answer the second research question, we further dived deep into fine-granular dependency classification. For these empirical tests, we chose RF algorithm and three dependency types: Requires, Other and Independent.

Table 5.1: Statistical information of the six projects used for WPDE multi-class classification experiments

<table>
<thead>
<tr>
<th>Project</th>
<th>Train set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>750 ( = 250 $\times$ 3 classes)</td>
<td>150 ( = 50 $\times$ 3 classes)</td>
</tr>
<tr>
<td>DevTools</td>
<td>630 ( = 210 $\times$ 3 classes)</td>
<td>126 ( = 42 $\times$ 3 classes)</td>
</tr>
<tr>
<td>Firefox</td>
<td>669 ( = 223 $\times$ 3 classes)</td>
<td>135 ( = 45 $\times$ 3 classes)</td>
</tr>
<tr>
<td>Firefox Build System</td>
<td>177 ( = 59 $\times$ 3 classes)</td>
<td>36 ( = 12 $\times$ 3 classes)</td>
</tr>
<tr>
<td>Testing</td>
<td>126 ( = 42 $\times$ 3 classes)</td>
<td>27 ( = 9 $\times$ 3 classes)</td>
</tr>
<tr>
<td>Toolkit</td>
<td>174 ( = 58 $\times$ 3 classes)</td>
<td>36 ( = 12 $\times$ 3 classes)</td>
</tr>
</tbody>
</table>

Table 5.1 shows the statistics for the data that was used for classification and testing. Due to the lack of data for the Others class, and use of undersampling technique introduced a major hurdle for multi class classification.
Figure 5.6 shows the results from average F1-score from 10 times execution of the WPDE models for the six projects. As shown, F1-score of the Independent class was the highest for Core and Firefox projects. Whereas, for the other two classes, results were not encouraging as the F1 score < 0.6 in the most cases.

For CPDE for multi-class classification, we utilized all of the data available for each project for training (source project). We then tested with all of the data available for each target project. For example, from Table 5.1 we used 900 samples of Core for training and tested it against 630 samples of DevTools, 669 of Firefox etc. Results of these extraction models using NB and RF are as shown in Figure 5.7a and 5.7b respectively. Results showed that CPDE for multi-class classification was not useful. None of the F1 scores could cross beyond the 0.4 mark barring a couple of exceptions as highlighted through heat maps.

RQ2.2: Within Project Dependency Extraction (WPDE) for all the six projects showed F1 < 0.6, and Cross Project Dependency Extraction (CPDE) stood F1 < 0.4. Clearly, multi-class WPDE performed better than CPDE for RDE. However, overall results for both did not yield encouraging outlook.

5.3.3 CPDE models for version wise dependencies classification - RQ2.3

Since the CPDE from multi-class classification was pessimistic, we reduced the scope of the empirical analysis to binary classification. However, we chose Requires and Independent as the two classes and explored CPDE in the context of version-wise data. In this context, we first chunked the target project’s (Bugzilla) data based on versions
and then utilized data from the source project (Firefox) to evaluate CPDE. We repeated the CPDE and, in each instance, added the version data of the target project to provide the target project’s knowledge incrementally. This imitated the scenario where CPDE is used for a project with no training data, and incrementally version-wise data is gradually used for training as and when the data becomes available as software versions are released.

For this experiment, we used Bugzilla project as target project and Firefox as source project. version wise data distribution for Bugzilla is as shown in Figure 5.8. The data collection stage was challenging, and we had limited data to perform these tasks. For versions 1 and 2, data was 500 and 138, and for others, it was just a very few samples.

We used 1500 samples of each class from the Firefox project for training and tested V1 (1st version) of Bugzilla. In the second iteration, we added V1 to Firefox data and trained the model to predict for V2 and so on. Results of
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Figure 5.9: version wise incremental CPDE for Bugzilla project

this experiment are as shown in Figure 5.9 for the Naive Bayes and Random forest classifiers.

There was no clear winner among the two ML methods. RF showed better accuracy and recall when Firefox only data was used for training compared to NB. Also, when training data was incrementally supplemented utilizing Bugzilla’s data, RF showed the highest recall=0.65. In comparison, NB could achieve the highest F1=0.8 in the last iteration of the CPDE testing.

Results showed an exciting and encouraging trend for this experiment. However, we speculate that these results can not be generalized as the version-wise data was inadequate.

RQ2.3: Using Firefox’s data, version-wise CPDE for the Bugzilla project showed encouraging results for RF and NB. However, this needs to be tested with larger datasets to arrive at concrete outcomes.

5.3.4 CPDE using fine-tuned BERT - RQ2.4

Firstly, to keep the results comparable, we developed WPDE models using NB for the four target projects: Firefox, DevTools, Testing and Toolkit. Results of these models are listed in Table 5.2

We utilized 2900 samples of each class: Requires and Independent belonging to the Core project, the source project, for fine-tuning the BERT model. The train and test loss are shown in Figure 5.10 over the 4 epochs. The results showed that up to 3 epochs of training would suffice as the loss is negligible over iterations there off.

Thus trained model was then used to predict dependencies for other four target projects. The results are as shown in Table 5.3

WPDE results from Table 5.2 show that F1>0.7. However, NB’s CPDE model using Core project data did not match this performance for any of the projects and F1<0.6 for Firefox, Testing and Toolkit projects. For DevTools the performance was F1=0.38. We also tested RF CPDE model and the results showed marginal improvements only and did not match the WPDE F1.
Table 5.2: WPDE using Naive Bayes

<table>
<thead>
<tr>
<th></th>
<th>Data points</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Accuracy</th>
<th>Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox</td>
<td>0: 1116</td>
<td>0.76</td>
<td>0.66</td>
<td>0.58</td>
<td>0.66</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>1: 1116</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Train: 893 each</td>
<td>0.77</td>
<td>0.66</td>
<td>0.58</td>
<td>0.66</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Test: 224 each</td>
<td>0.77</td>
<td>0.66</td>
<td>0.58</td>
<td>0.66</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>0.76</td>
<td>0.58</td>
<td>0.66</td>
<td>0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Confusion Matrix</td>
<td>[[120 94]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[120 94]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[40 184]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev Tools</td>
<td>0: 783</td>
<td>0.82</td>
<td>0.75</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>1: 783</td>
<td></td>
<td>0.77</td>
<td>0.75</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Train: 626 each</td>
<td>0.82</td>
<td>0.75</td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Test: 127 each</td>
<td>0.82</td>
<td>0.75</td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Confusion Matrix</td>
<td>[[117 40]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[117 40]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[26 131]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>0: 206</td>
<td>0.73</td>
<td>0.88</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>1: 206</td>
<td></td>
<td>0.85</td>
<td>0.98</td>
<td>0.98</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Train: 165 each</td>
<td>0.73</td>
<td>0.88</td>
<td>0.80</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Test: 42 each</td>
<td>0.73</td>
<td>0.88</td>
<td>0.80</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Toolkit</td>
<td>0: 423</td>
<td>0.76</td>
<td>0.69</td>
<td>0.72</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>1: 423</td>
<td></td>
<td>0.72</td>
<td>0.69</td>
<td>0.72</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>Train: 338 each</td>
<td>0.76</td>
<td>0.69</td>
<td>0.72</td>
<td>0.72</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>Test: 85 each</td>
<td>0.76</td>
<td>0.69</td>
<td>0.72</td>
<td>0.72</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>0.72</td>
<td>0.72</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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Figure 5.10: Train and Test loss curves for BERT when fine-tuned using Core project’s data
Table 5.3: Accuracy, F1 and other measures using CPDE model of NB, RF and fine-tuned BERT on Core project’s data for other target projects. Class 0 is *Independent* and Class 1 is *Requires*

<table>
<thead>
<tr>
<th>Target project</th>
<th>Test size</th>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Accuracy</th>
<th>Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox</td>
<td>0: 1116</td>
<td>Naive Bayes</td>
<td>0.55</td>
<td>0.98</td>
<td>0.70</td>
<td>0.59</td>
<td>[[1089 27]</td>
</tr>
<tr>
<td></td>
<td>1: 1116</td>
<td></td>
<td><strong>0.89</strong></td>
<td>0.20</td>
<td>0.33</td>
<td></td>
<td>[ 888 228]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random Forest</td>
<td>0.63</td>
<td>0.97</td>
<td>0.76</td>
<td><strong>0.70</strong></td>
<td>[11086 30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.94</strong></td>
<td>0.42</td>
<td>0.58</td>
<td></td>
<td>[ 643 473]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fine tuned BERT</td>
<td>0.74</td>
<td>1.00</td>
<td>0.86</td>
<td><strong>0.83</strong></td>
<td>[1114 2]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>1.00</strong></td>
<td>0.67</td>
<td>0.80</td>
<td></td>
<td>[ 364 752]]</td>
</tr>
<tr>
<td>Dev Tools</td>
<td>0: 783</td>
<td>Naive Bayes</td>
<td>0.41</td>
<td>0.53</td>
<td>0.46</td>
<td>0.38</td>
<td>[[412 371]</td>
</tr>
<tr>
<td></td>
<td>1: 783</td>
<td></td>
<td><strong>0.33</strong></td>
<td>0.23</td>
<td>0.27</td>
<td></td>
<td>[603 180]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random Forest</td>
<td>0.53</td>
<td><strong>0.75</strong></td>
<td>0.62</td>
<td><strong>0.54</strong></td>
<td>[588 195]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.57</strong></td>
<td>0.33</td>
<td>0.42</td>
<td></td>
<td>[521 262]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fine tuned BERT</td>
<td>0.62</td>
<td><strong>0.75</strong></td>
<td>0.68</td>
<td>0.65</td>
<td>[584 199]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.68</strong></td>
<td>0.54</td>
<td>0.61</td>
<td></td>
<td>[357 126]]</td>
</tr>
<tr>
<td>Testing</td>
<td>0: 206</td>
<td>Naive Bayes</td>
<td>0.54</td>
<td><strong>0.84</strong></td>
<td>0.66</td>
<td>0.57</td>
<td>[174 32]</td>
</tr>
<tr>
<td></td>
<td>1: 206</td>
<td></td>
<td><strong>0.65</strong></td>
<td>0.29</td>
<td>0.40</td>
<td></td>
<td>[147 59]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random Forest</td>
<td>0.60</td>
<td><strong>0.75</strong></td>
<td>0.67</td>
<td>0.63</td>
<td>[154 52]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.67</strong></td>
<td>0.50</td>
<td>0.57</td>
<td></td>
<td>[102 104]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fine tuned BERT</td>
<td>0.74</td>
<td><strong>0.79</strong></td>
<td>0.76</td>
<td><strong>0.76</strong></td>
<td>[163 43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.77</strong></td>
<td>0.72</td>
<td>0.75</td>
<td></td>
<td>[58 148]]</td>
</tr>
<tr>
<td>Toolkit</td>
<td>0: 423</td>
<td>Naive Bayes</td>
<td>0.52</td>
<td><strong>0.78</strong></td>
<td>0.62</td>
<td>0.53</td>
<td>[331 92]</td>
</tr>
<tr>
<td></td>
<td>1: 423</td>
<td></td>
<td><strong>0.56</strong></td>
<td>0.28</td>
<td>0.37</td>
<td></td>
<td>[306 117]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random Forest</td>
<td>0.51</td>
<td>0.49</td>
<td>0.50</td>
<td>0.51</td>
<td>[206 217]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.51</strong></td>
<td>0.53</td>
<td>0.52</td>
<td></td>
<td>[199 224]]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fine tuned BERT</td>
<td>0.72</td>
<td><strong>0.84</strong></td>
<td>0.79</td>
<td><strong>0.78</strong></td>
<td>[357 66]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>0.82</strong></td>
<td>0.71</td>
<td>0.76</td>
<td></td>
<td>[123 300]]</td>
</tr>
</tbody>
</table>
On the other side, fine-tuned BERT CPDE models showed encouraging results and outperformed Firefox, Toolkit and Testing’s NB and RF CPDE F1 scores. It was evident that this deep learning-based technique could be used for transfer learning for smaller target projects (Testing and Toolkit target projects are the smallest of the 6 selected projects). Due to this positive outlook, we further analyzed the applicability of fine-tuned BERT models for RDE, which is explained in the next chapter in detail.

**RQ2.4:** Since Transfer Learning is also enabled through fine-tuning the pre-trained BERT models on the task-specific dataset, we explored fine-tuned BERT for RDE. Results showed encouraging results as the CPDE using fine-tuned BERT outperformed within project’s conventional models by 27% to 50% (on F1-score measure scale).

### 5.4 Discussion

We analyzed how cross-project dependency could benefit RDE in the three scenarios. Although results from binary class extraction showed encouraging results, multi-class classification struggled due to lack of data, undiscovered advanced sampling techniques, feature extraction and ML techniques. We speculate that identifying these techniques could benefit operationalizing TL in RDE to a great extent. Hence, we explored BERT, a state-of-the-art DL method that also overcomes the need for feature extraction in NLP-based classification and extraction tasks as a next step.

As anticipated, fine-tuned BERT showed encouraging results in the preliminary empirical evaluations (RQ2.4). Thus, the next chapter focuses on exploring BERT in RDE and further analyzing various empirical experiments utilizing Mozilla family of products datasets.

### Summary
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5.4. DISCUSSION

Figure 5.11: Bird eye view of the research questions, their logical connection and the briefly explained results

We performed 54 tests for three sampling techniques namely MinMargin, LeastConfidence and Entropy for the three selected ML algorithms namely: Random Forest, Naïve Bayes and Support Vector Machine for multi class classification to compare AL with PL while incrementing the dataset slowly in iterations. Results showed only marginal improvement in AL compared to PL. We speculate that advanced feature extraction could have improved the results.

Developed a variant of AL, that combined AL, ensemble and Semi supervised learning to extract requirement dependencies. We also compared it with the OBR approach for two industry data sets. Results showed that AL extracted more dependencies compared to OBR, thus, we designed two hybrid approaches to evaluate how well these baseline methods could complement each other to yield nuanced results.
Figure 5.12: Bird eye view of the research questions, their logical connection and the briefly explained results.

- **RQ2.1**: In terms of accuracy, how does Within Project Dependency Extraction (WPDE) models compare with CPDE models for binary (dependent/independent) dependencies?
  - **Yes**: F1 accuracy in the range of 0.7 to 0.9 for the within project classification for all the six selected projects. NB & RF performed well for most of the projects. However, the results for the CPDE did not yield spectacular results.
  - **No**: Results showed that Core project could predict better for smaller projects such as Devtools and toolkit than WPDE models.

- **RQ2.2**: In terms of accuracy, how does WPDE models compare with CPDE models for fine granular (Multiclass: Requires, Independent, Others) dependencies?
  - **Yes**: CPDE for the Multiclass classification using RF and NB failed to generate results and showed poor accuracy for all the projects.
  - **No**: We could test this for only Bugzilla project as others did not have large enough dataset for testing. Results showed that version-wise prediction yielded results which could not be generalized. More tests are needed.

- **RQ2.3**: For version-wise classification, does CPDE outperform WPDP in terms of accuracy?
  - **Yes**:
  - **No**:
Part III

Addressing Feature Extraction Challenge (RQ3)
Chapter 6

Fine-tuned BERT for RDE

6.1 Introduction

Fine-tuning BERT is an ML step wherein off-the-shelf BERT (pre-trained BERT model) is further trained on task-specific data. This task is RDE in our context; hence we term the outcome of fine-tuning the BERT model using RDE data as RDE-BERT. In order to determine the effectiveness of RDE-BERT, we performed mainly two empirical studies. 1) Evaluation of RDE-BERT in terms of accuracy against other conventional ML methods such as Naive Bayes and Random Forest. 2) Evaluate if RDE-BERT can detect the dependency direction.

6.2 Related Work

6.2.1 Requirements Dependency Classification

In the recent past, many empirical studies have explored diverse computational methods that used Natural Language Processing (NLP) [124] [139], WSL technique [51], hybrid techniques [52] and DL [78] to analyze requirement dependencies.

Deshpande [52] proposed a new method for extracting requirement dependencies. This method integrated active learning with ontology-based retrieval to extract requires, refine and others dependency types. Also, the results were analyzed on two industrial case studies, where two hybrid approaches were used to analyze the results.

Recently, in an industry case study, Biesialska et al. [27] analyzed the large-scale agile development project to identify dependencies between user stories. They showed that automatic detection of dependencies could help teams organize their work effectively.

In the advent of recent advancements in NLP and ML, RDE automation has garnered serious interest. Recently, Atas et al. [19] used POS-tag (Parts-Of-Speech Tagging) and n-grams for feature extraction in the textual requirements of an industry dataset (annotated by students) before using supervised ML methods for classification. However, Atas
et al. highlight the small size of the dataset and the need for domain experts in annotations as serious threats to the validity of the results.

### 6.2.2 Applications of BERT in Requirements Engineering

Araujo et al. [47] explored the application of BERT to automate the identification of software requirements from app reviews. In a similar vein, [15] also compared BOW (Bag of Words) and pre-trained BERT model for app review classification into a bug, feature and user experience. This study showed that pre-processing of data significantly improved the BOW performance. However, BERT showed a more significant advantage overall.

Hey, et al. [84] used a fine-tuned BERT model to classify requirements into functional and Non-functional and showed that it improves requirements classification and can be used for unseen projects with convincing results.

Sainiani et al. [138] utilized the BERT model to extract and classify requirements from large software engineering contracts into predefined classes. Their results showed that a higher F-score could be achieved for classifying requirements with BERT.

Das et al. analyzed [46] State-of-the-art models such as RoBERTa, DistillBERT against fine-tuned BERT models and pre-trained BERT models on requirements-specific data. Their results showed that models trained on specific data excelled comparatively. In another study, Abbas et al. [11] explored the relationship between requirements similarity and software similarity. In that, they compared BERT models with TF-IDF and Doc2Vec models. However, in their analysis, TF-IDF performed well due to the dataset’s structure.

Fishbach et al. [73] studied automatically extracting causal relationships to derive automatic test case and dependency detection between requirements using BERT. Results revealed that their BERT-based solution performed best with a fixed length of tokens in text. Lin et al. [98] proposed a Trace-BERT framework to trace the link between NLP artifacts such as requirements with source code. Results showed that this method was more effective compared to other deep learning methods used in the past.

The list of studies shows that BERT has been widely used in RE in general in recent times. However, is it viable to relate the results to the fact that a large amount of training data is needed? It needs to be studied further.

### 6.3 Research Method

Since we are utilizing Bugzilla data, discussed in Section 3.4, we elaborate on the research questions in this section. This section evaluates how efficient BERT is in tackling RD specific problems. Thus, we evaluate two research questions as follows.

#### 6.3.1 Research Questions

**RQ3.1** How does RDE-BERT compare with Naive Bayes and Random Forest in terms of accuracy?

**Why:** Existing methods utilized for dependency type prediction suffer from a lack of annotated data and...
the need for advanced NLP feature engineering techniques, which makes it hard to draw firm conclusions. Bugzilla data provides a massive set of annotated data for over 69 projects which consist of dependency type and requirement pairs. Fine-tuned BERT models have been successful at addressing sentence pairs related problems.

**How:** By fine-tuning the BERT model for the randomly selected subset from Bugzilla, we can verify and compare its effectiveness with the BOW method utilized in our previous research so far and test if dependency types for a dataset belonging to a particular project could be predicted.

**RQ3.2** In terms of accuracy, how does RDE-BERT compare with others to predict the direction of the dependency?

**Why:** Modeling requirement pairs has been a core NLP research problem under active study. Additionally, for a long time, dependency direction prediction has been elusive due to the nature of problems exhibited in the natural language used while documenting requirements. Dependency types such as Requires which are an ordered pair of requirements exhibit direction [139]. Automating such direction extraction is a challenge as ML methods need to understand the context underlying the content.

**How:** BERT has been evaluated for its efficiency in modeling a pair of sentences and capturing the relationship between them. This is also referred to as “Next sentence prediction” NLP task [59]. Thus, we speculate that utilizing the NextSentencePrediction BERT model and further fine-tuning it for Bugzilla data could effectively tackle this challenge.

### 6.3.2 Data and Experiment Setup

The Firefox project dataset was considered for evaluation. Care was taken to analyze the sentence length and utilize sentences with over 5 words only. For RQ3.1, experiments focused on binary classification and Requires and Independent dependency classes were considered. We sampled 4,590 data points which were balanced for classes. Then, the complete dataset was split into 80:20 train and test ratios for all the tests. Then ML models were developed starting with 10% of the train set, and various performance measures such as F1 score, precision and recall were captured. The process was repeated, and the train set was incremented by 5% in every iteration until all the train set data was exhausted. In every iteration, performance measures were captured and documented.

Since RQ3.2 focused on dependency direction evaluation, we considered Requires dependency type and inverted these dependencies to generate Not dependent dependencies. We then randomly sampled Requires and non-dependent pairs to create a dataset. Irrespective of the project, we randomly chose 7,722 Requires dependency and Independent pairs after shuffling all the data that belonged to 69 Mozilla projects. For training and testing, split the data into an 80:20 ratio.

Experiments were repeated 10 times before documenting the average performance measures. Also, the confusion matrix for the last experiment is documented.
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6.4 Results

6.4.1 RDE-BERT Vs Others - RQ3.1

Figure 6.1 shows the plot of the F1 score captured at various instances while gradually increasing the training set size over iterations. As shown in the results, Hyperparameter tuning of RF and NB did not yield drastically nuanced results as they stood at $F1=0.76$ and $F1=0.68$, respectively. Whereas RDE-BERT struggled initially, increasing the train set showed stellar results at $F1>0.87$. However, all the methods hit a plateau beyond 70% train set and with 80% train set final $F1=0.85$, 0.75 and 0.67 for RDE-BERT, hyperparameter tuned RF and NB respectively. Scrutiny of precision and recall helped to shed light on acceptable behaviour as shown in Figure 6.2. This chart is for Requires dependency, which is the focus of our interest.

For the RDE problem, False Negative is more detrimental than False Positive because rework or effort and time investment when dependencies are missed are expensive than ignoring/validating the falsely identified independent ones as a dependent (false positives). Thus better recall is important for RDE. Following are various observations

- Precision of all the ML methods was comparatively better than the recall when the train set was up to 70%.
- Hyperparameter tuned RF could achieve max recall=0.7 at precision=0.76 with 60% of the train set.
- Hyperparameter tuned NB could achieve max recall=0.71 at precision=0.65 with 40% of the train set.
- RDE-BERT could achieve max recall=0.82 at precision=0.91 with 70% of the train set.
- However, with just a 30% train set, RDE-BERT achieved the highest recall=0.85 and precision=0.55, indicating a very high number of false positives.

These observations show a trade-off between the F1 score and the train set size. A more extensive train set assures higher recall and precision, but how much investment does it incur to procure such massive data set? How
feasible is it in the real-world where unlabelled data is abundant and labeled scarce? These questions need scrutiny of various ML methods’ cost and benefit analysis.

Figure 6.2: Precision and Recall comparison for Requires dependency type when various ML methods are used for RDE.

6.4.2 Dependency Direction Identification - RQ3.2

In order to evaluate this research question, we once again performed experiments focusing on binary classification where the two classes were Requires and Independent. As an experiment, we added a few of the Requires dependency samples to Independent data pool by labeling them independent while inverting the pair order \[59\]. For example, \{R1, R2, Requires\} was converted to \{R2, R1, Independent\}. This was to test if ML methods would learn the direction information in the ordered pair of requirements.

Table 6.1 shows the results for five chosen ML methods and their respective confusion matrix. We tested hyperparameter tuned RF and NB; however, the results were not interesting. Thus we also evaluated hyperparameter tuned Logistic regression, which slightly improved the results yet for good. Whereas RDE-BERT showed exceptional results and performance with F1 and precision, recall at 0.76 compared to other ML methods as highlighted in the table.

---

**Fine-tuned BERT outperformed conventional ML methods by 13% to 27% on the F1-score scale for Firefox project dataset. Also, we showed that fine-tuned BERT successfully predicted the dependency direction and outperformed conventional ML methods by 90%.**

6.5 Discussion

In this empirical study, we evaluated the applicability of Fine-tuned BERT for RDE specific two tasks. Results showed that RDE-BERT excelled and outperformed others in performance measures such as F1, precision and recall. Despite the stellar performance of RDE-BERT, it is crucial to notice that it is computationally expensive and needs
### Table 6.1: Results for directionality test: trained on 5405 of each type: Independent and Requires

<table>
<thead>
<tr>
<th></th>
<th>Dependency</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Accuracy</th>
<th>Confusion matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>Requires</td>
<td>0.27</td>
<td>0.26</td>
<td>0.27</td>
<td>0.27</td>
<td>[[ 645 1672]</td>
</tr>
<tr>
<td></td>
<td>Independent</td>
<td>0.27</td>
<td>0.28</td>
<td>0.28</td>
<td></td>
<td>[1706 611]</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Requires</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.16</td>
<td>[[ 373 1944]</td>
</tr>
<tr>
<td></td>
<td>Independent</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td></td>
<td>[1964 353]</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Requires</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
<td>[[ 628 1689]</td>
</tr>
<tr>
<td></td>
<td>Independent</td>
<td>0.27</td>
<td>0.26</td>
<td>0.26</td>
<td></td>
<td>[1696 621]</td>
</tr>
<tr>
<td>LR+ Hyper parameter tuning (C=0.0001)</td>
<td>Requires</td>
<td>0.36</td>
<td>0.35</td>
<td>0.35</td>
<td>0.37</td>
<td>[[ 900 1417]</td>
</tr>
<tr>
<td></td>
<td>Independent</td>
<td>0.37</td>
<td>0.39</td>
<td>0.38</td>
<td></td>
<td>[1517 800]</td>
</tr>
<tr>
<td>Fine tuned BERT</td>
<td>Requires</td>
<td><strong>0.75</strong></td>
<td><strong>0.76</strong></td>
<td><strong>0.76</strong></td>
<td><strong>0.76</strong></td>
<td>[[ 1752 565]</td>
</tr>
<tr>
<td></td>
<td>Independent</td>
<td><strong>0.75</strong></td>
<td><strong>0.76</strong></td>
<td><strong>0.76</strong></td>
<td></td>
<td>[548 1769]</td>
</tr>
</tbody>
</table>

An extensive training set. Gathering such a train set is a cost and effort-intensive task in the real world. Thus, it is essential to critically evaluate various ML methods based on performance measures and the cost and benefits it would rake in the ML process. Hence, we evaluated if BERT is a new silver bullet for RDE and presented its outcome in the next chapter.
Chapter 7

Is BERT the New Silver Bullet?

Bidirectional Encoder Representations from Transformers (BERT) is a successful transformer-based Machine Learning technique for Natural Language Processing (NLP) based tasks developed by Google. It has taken various domains by storm, and Software Engineering is one among them. But does this mean that BERT is the new Silver Bullet? It is certainly not. We demonstrate it through an empirical investigation of the Requirements Dependency Extraction (RDE). In general, based on various criteria used for evaluation, decisions on classification method preference may vary. For RDE, we go beyond conventional metrics such as the F1-score and consider Return-on-Investment (ROI) to evaluate two techniques for such decision making. We study RDE-BERT (fine-tuned BERT) using data specific to requirements dependency extraction) and compare with Random Forest, our baseline. For RDE and data from Free OSS system Redmine, we demonstrate how decisions on method preference vary based on (i) accuracy, (ii) ROI, and (iii) sensitivity analysis. Results show that for all the three scenarios, method preference decisions depend on learning and evaluation parameters. Although these results are with respected to the chosen data sets, we argue that the proposed methodology is a prospective approach to study similar questions for data analytics, in general.

7.1 Introduction

Not every solution can be transferred from one context to another. This has been translated to a widely accepted quote, One size does not fit all in the domain of Software Engineering and beyond. It emphasizes that models, techniques, tools, or processes need to be adapted to the context of their usage. This notion is further underpinned by Turing Award winner Fred Brooks, who stated, “there is no single development, in either technology or management technique, which by itself promises even one order of magnitude [tenfold] improvement within a decade in productivity, in reliability, in simplicity”.

Recently Bidirectional Encoder Representations from Transformers (BERT) has received massive attention due to outstanding performance in various Natural Language Processing (NLP) tasks since its inception. The pre-trained BERT model is trained on massive unlabeled data (such as Wikipedia) over different pre-training
tasks. For fine-tuning, the BERT model is first initialized with the pre-trained parameters, and all of the parameters are fine-tuned using labeled data from the downstream task [59]. This task is Requirements Dependency Extraction (RDE) for our study.

The fine-tuned BERT model using RDE-specific data from the Redmine FOSS project [5] is referred to as RDE-BERT in our study. We compare RDE-BERT with the Random Forest algorithm [1] with the perspective of not just accuracy but also Return-on-Investment (ROI).

Requirement dependencies affect software development activities such as the design, testing, and releasing of software products. Requirement changes are one of the most crucial aspects that occur during requirement specification as a change in a requirement can trigger changes in other related requirements. Relationships between requirements act as a basis for change propagation analysis and drive various software development decisions [135]. However, such change propagation poses challenges to the developers because it consumes substantial efforts as the requirements are mostly documented in natural language. Hence, it is crucial to know/extract all possible relationships that could occur among the requirements.

Data Analytics (DA) is time and effort-consuming, and not automatically valuable. Moreover, organizations, who rely heavily on Machine Learning, seek transparency in the algorithms that guide decisions and explore additional criteria to evaluate algorithms [111] objectively. Since for decision-makers, it is vital to have an affinity to analytics rather than programming and modeling [166], we emphasize that it is crucial to consider ROI like criteria to analyze value and relate it to the effort invested for a chosen method.

We propose using ROI as evidence to support the need for additional data (How much?), subsequent effort instead of just pushing for advanced analytics (what?), and its implementation (how?) for a given problem [56]. We consider the complete life-cycle of DA, which includes all pre-processing and post-processing stages to enable practitioners to control the degree and scope of DA usage.

Overall, our study makes the following contributions

• Compare and evaluate ML technique: Random Forest (baseline) and RDE-BERT in terms of accuracy.
• Formulate a mechanism to evaluate the two ML methods in terms of ROI and demonstrate that the F1-score should not be the sole criteria to weigh the efficacy of methods.
• Analyze how varying cost factor estimates impact ML algorithm preference decisions.

We provide access to our data [2] and source code to facilitate further research along the lines explored here. Following this Introduction, related work is elaborated in Section 7.2. We describe basic concepts and the research questions addressed in this paper in section 7.3. This is followed by the approach to answer the proposed research questions in section 7.4. Section 7.5 provides more information on the dataset used, while Section 7.6 elaborates our ROI model. Results are then discussed in Section 7.7. Section 7.8 discusses the validity of results and we conclude the paper with a discussion in Section 7.9.

1 We evaluated Random Forest, Support Vector Machine and Naive Bayes ML algorithms and chose the model with the highest F1-score as our baseline to compare with RDE-BERT.
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7.2 Related Work

7.2.1 ROI-based Decision-making in Software Engineering

Boehm et al. [33] [32] presented quantitative results on the ROI of Systems Engineering based on the analysis of the 161 software projects in the COCOMO II database.

Khoshgoftaar et al. [89] demonstrated an interesting case study of a large telecommunication software system and presents a method for cost-benefit analysis of a software quality classification model. The cost and benefit computations were based on the type-I (FP) and type-II (FN) predictions of the classification models. Although these cost-benefit models were ahead of their time, the time and effort investment done on data and metrics gathering was not considered eventually for cost computation.

Ling et al. [99] proposed a system to predict the escalation risk of current defect reports for maximum return on investment (ROI), based on mining historic defect report data from an online repository. ROI was computed by estimating the cost of not correcting an escalated defect (false negative) to be seven times the cost of correcting a non-escalated defect (false positive).

Ferrari et al. [71] studied the ROI for text mining and showed that it has not only a tangible impact in terms of ROI but also intangible benefits - which occur from the investment in the knowledge management solution that is not directly translated into returns. However, the caveat was that, that it must be considered in the process of judgment to integrate the financial perspective of analysis with the non-financial ones. A lot of benefits occurring from the investment in this knowledge management solution are not directly translated into returns, but they must be considered in the process of judgment to integrate the financial perspective of analysis with the non-financial ones.

Weiss et al. [163] answers the question regarding what quality of external data one must aim for, when such data is available at a premium and translated the total cost in term of CPU time and treatment of the subject is limited to a static setting. One of the main goals of this paper is to analyze the results achieved from ROI analysis focusing on extraction of requirement dependencies by Deshpande and Ruhe [56] and compare if the results from Firefox project where, learning can be stopped around 20 for RF and around 40 for BERT technique would be similar to the projects Redmine and Ruby.

Ruhe and Nayebi [3] proposed the Analytics Design Sheet as a means to sketch the skeleton of data analytics process. The four quadrants would help to understand the data analytics methods, techniques and available data related to a problem statement in a better and simpler way. Nagrecha et al. [119] proposed a Net Present Value model from which and strategies to determine the cost and impact of analytics programs for an organization.

In our research, we not only consider data pre-processing cost as an additional cost aspect but also transform machine learning metrics to dollar amounts to arrive at cost and benefits.

7.3 Concepts & Research Questions

In this section, we present basic concepts and formulate our research questions.
7.3.1 Definitions

Requirements dependencies are (various types of) relationships among requirements. For a set of requirements \( R \) if any pair of requirements \((r,s)\) belongs to \( R \) then,

Definition: A pair \((r, s)\) of requirements \( r \) and \( s \) is related if implementation of one requirement during development impacts the other one \[6\] then requirements \( r \) and \( s \) are in a (symmetric) relationship called \( \text{Relates\_to} \) i.e. \([r \ \text{Relates\_to} \ s]\).

Definition: For a pair \((r, s)\) of requirements, if \( r \) and \( s \) do not have dependency relationship then, \( r \) and \( s \) are in a relationship called \text{Independent}.

7.3.2 Research Questions

We evaluate three research questions in the context of Requirements Dependency Extraction (RDE) using the Redmine dataset:

RQ3.3: In terms of accuracy and varying training set size, how does RDE-BERT compare with Random Forest?

RQ3.4: How does the ROI of RDE-BERT compare with the ROI of Random Forest?

RQ3.5: How sensitive are the results of RQ3.4 for varying cost estimates?

7.3.3 Evaluation Metrics

Confusion matrix: A confusion matrix\(^4\) is a matrix that contains information relating to actual and predicted classifications. For \( n \) classes, CM will be an \( n \times n \) matrix associated with a classifier. Table 7.1 shows the principal entries of CM for a binary class classification.

Table 7.1: A confusion matrix of binary (two) class classification problem

<table>
<thead>
<tr>
<th>Actual Negative</th>
<th>Predicted Negative</th>
<th>Predicted Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Negative (TN)</td>
<td>False Positive (FP)</td>
<td></td>
</tr>
<tr>
<td>False Negative (FN)</td>
<td>True Positive (TP)</td>
<td></td>
</tr>
</tbody>
</table>

F1-score: F1-score is a measure of the model’s accuracy. Its computation based on actual and predicted class values is shown in (7.1).

\[
F1 = \frac{2 \times TP}{2 \times TP + FP + FN} \tag{7.1}
\]

ROI: To determine the ROI, we follow its simplest form of calculation relating the difference between \( \text{Benefit} \) and \( \text{Cost} \) to the amount of \( \text{Cost} \) as shown in (7.2). Both \( \text{Benefit} \) and \( \text{Cost} \) are measured as human effort in person-hours.

\[
\text{ROI} = \frac{(\text{Benefit} - \text{Cost})}{\text{Cost}} \tag{7.2}
\]

\(^3\)’Related issues’ allow developers to link issues to each other in order to simplify their workflow.

\(^4\)We utilize values from FP and FN in our study.
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7.4 METHODOLOGY

In the crux, our study evaluates various conditions under which RDE-BERT could be preferred over the baseline ML (i.e. RF). Specifically, overriding the exclusive accuracy considerations, we compare F1 and ROI from RF and RDE-BERT and analyze different results depending on the preference criterion such as train set and varying cost factors.

7.4 Methodology

For this study, we utilize a labeled dataset (apriori information of requirement dependencies). Beginning with a small portion for training, we increase the training set size incrementally. In this manner, we compare RDE-BERT with the RF on varying values from the confusion matrix (7.3.3). In this section, the methodology of this study for CM values of varying sizes of the training set is presented.

7.4.1 ML Classification Process

To utilize ML for any problem, it is a must to follow a sequence of steps. All these steps and their possible replication could be effort-intensive, which have implications on the ROI projection. Different ML process steps are mentioned in the literature. The most accepted steps are as shown in Figure 7.1. After the problem formulation, the first step is to perform data collection from one or more sources. Since data can not be used directly in its raw form, it is essential to extract or construct usable data before cleaning and pre-processing as part of data preparation. Such pre-processed data is further used for training. Model evaluation is to analyze the accuracy of the trained model on the test set. Hyper-parameter tuning is often used to enhance the performance of the model on the test set before it is used for the actual (unlabeled) data classification [59].

7.4.2 Research Design

Figure 7.2 provides an overview of the different steps of the methodology and how it relates to the three RQs.

As shown in step 1 of Figure 7.2, textual data was processed to extract requirement descriptions. Then, it was further pre-processed (2) to eliminate noise such as spatial characters and numbers. Thus generated output (step 3) is fed to RDE-BERT and RF for training. Since RF needs explicit requirement classification, we use TF-IDF to generate word vectors (step 6) before training.

Care is taken to process the same data snapshot, which was also fed to the baseline, to fine-tune the pre-trained BERT model in step 7. Further, the fine-tuned BERT model (RDE-BERT) is then used for classification.
To derive the ROI values, we utilize various cost estimates (obtained from practitioners) towards these metrics ($\Theta$, $\Theta$). The definition of these parameters is as shown in Table 7.2. Later in step $\Theta$, we also compute the ROI for RDE-BERT and compare it with the ROI of RF. Finally, sensitivity analysis is performed to understand how factors impact the ROI computation ($\Theta$).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive (TP)</td>
<td>Predicted dependent requirement pair is truly dependent</td>
</tr>
<tr>
<td>True Negative (TN)</td>
<td>Predicted independent feature pair is truly independent</td>
</tr>
<tr>
<td>False Positive (FP)</td>
<td>Independent requirement pair is incorrectly predicted as dependent (miss-identified)</td>
</tr>
<tr>
<td>False Negative (FN)</td>
<td>Dependent requirement pair is incorrectly predicted as independent (dependency is missed)</td>
</tr>
</tbody>
</table>

7.4.3 RDE-BERT

We use a pre-trained BERT model in combination with our RDE-specific dataset. The result is a fine-tuning BERT model called RDE-BERT. We use BertForSequenceClassification from the huggingface PyTorch library $[87]$ for this implementation.

In every instance, for a given training set size, RDE-BERT was trained through three epochs with a batch size of 32, and a learning rate of 2e-5. In each epoch, the training set was divided into 90% for training and 10% for validation. Finally, RDE-BERT was used to classify the test set and the resulting F1-score and confusion matrix were captured.

7.4.4 Baseline: Random Forest

While for RDE-BERT, the data were retained in their original form, it was further passed through the NLP pipeline (explained in detail in section 7.5 B) $[162]$ for stopword removal, lemmatization, and TF-IDF vectorization $[56]$, before feeding it to RF for classification. The same train and test split dataset were utilized in both RDE-BERT and RF to retain data authenticity.

For a given training set, hyper-parameter tuning was performed using random search $[24]$. We also performed 10 times 10-fold cross-validation. That way, the best F1-score and confusion matrix on the held-out test set was captured.

7.4.5 Evaluation Setup

Classification: For RDE, we denote requirement pairs having Relates_to dependencies as positive classes and Independent pairs as negative classes. Dataset was balanced using under-sampling technique $[150]$. 
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Figure 7.2: Research design of the study show 9 different steps to evaluate three RQs using Redmine dataset

Iteration: First, for both RF and RDE-BERT, the original data was split into two parts with a 80:20 ratio between training and test sets. For training, in the first iteration, 5% of the dataset was randomly picked. Over the subsequent iterations, the training set was incrementally increased by adding randomly picked 5%. This process was repeated until the size of 80% for the training set was achieved.

Hence, steps 1 through 5 constitute one iteration. The steps were repeated in every subsequent iteration: Computation of the F1-score, of the confusion matrix for a held-out test set, and the subsequent ROI computation. Each iteration was repeated 10 times.

7.5 Data

7.5.1 Data Collection

Redmine [5] is a free and open-source, web-based project management and issue tracking software tool. Various issues related to various projects are updated each day which helps software developers to track for effective implementation.
Redmine also hosts the Redmine project’s data in this issue tracking tool. In the Redmine project, requirements are a specific type of issue that is extracted.

Totally 6,949 issues of various types such as defect, patch and requirements, were extracted. Of these 3,994 were requirements. For each requirement, its id, description, subject, links, and date of creation fields were gathered through Redmine’s API.

### 7.5.2 Data Preparation

During the coding and testing phases of software development, it is essential to be aware of various other requirements that would depend on each other to avoid re-work due to test case failures. From a version release perspective, knowing related requirements help to handle and release them in conjunction, as their implementation, testing, and customer value are facilitated from handling them in the same release.

The “subject” field contained meaningful information which described the requirement briefly. Thus we used content from “subject” as a textual requirement description. Analyzing sentence lengths of this field revealed that most of the lengths of the sentences were in the range of 4 to 25 words. So, as a first step, sentences that had fewer than three words were eliminated, which reduced the requirements to 3,259.

The “links” field of a requirement consisted of id and relationship tuple. We looked up dependent requirements based on this id and generated a dependency. Overall 2,469 requirements, which had one or more ids listed in “links” field), generated 3,664 Relates_to dependency pairs.

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>8562</td>
<td>Watchers list too big in new issue form</td>
<td>34556</td>
<td>Setting to change the maximum number to display on the new issue form</td>
</tr>
<tr>
<td>34549</td>
<td>Add keyboard shortcuts for wiki tool-bar buttons</td>
<td>30459</td>
<td>Switch edit/preview tabs with keyboard shortcuts</td>
</tr>
</tbody>
</table>

For this study, we exclusively analyzed the Relates_to dependency since it is the most frequently occurring dependency in this dataset. Table 7.3 shows sample pairs of this dependency type. We used the 790 requirements that had empty “links” field (meaning no dependencies) to generate Independent pairs. A pair of id was randomly picked from this pool to generate 10,000 Independent pairs.

### 7.5.3 Data Pre-processing

We do not need to perform pre-processing for RDE-BERT due to the robust nature of pre-trained BERT. For RF, we removed URLs, punctuation and non-English characters first. Then the sentences were tokenized (converted sentences into smaller units called tokens). Then, these word vectors were processed to remove stop words such as and, the, in, at, etc. Finally, word vectors were lemmatized further (which is useful in removing the inflectional ending from words.
in a sentence and returns the base or dictionary form of a word, which is known as the lemma) before translating into numerical vectors using TF-IDF vectorization [129].

7.6 ROI Modeling

The Return-of-investment (ROI) computation has two important independent variables: Return and Investment. In our modeling, we associate investment primarily with the effort towards the process of ML for RDE and return to the benefit projected from the insights and results received once applied in the problem context. In this section, we will elaborate more on these two basic dimensions of ROI computation.

Table 7.4: Parameters used for ROI computation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{dg})</td>
<td>Data collection time</td>
<td>Minutes</td>
</tr>
<tr>
<td>(C_{pp})</td>
<td>Pre-processing time</td>
<td>Minutes</td>
</tr>
<tr>
<td>(C_e)</td>
<td>Training and testing time</td>
<td>Minutes</td>
</tr>
<tr>
<td>(C_l)</td>
<td>Labeling time</td>
<td>Minutes</td>
</tr>
<tr>
<td>(C_{ft})</td>
<td>Hyper-parameter tuning</td>
<td>Minutes</td>
</tr>
<tr>
<td>(C_{res})</td>
<td>Human resource labour cost</td>
<td>$/hour</td>
</tr>
<tr>
<td>(Cost_{FP})</td>
<td>Penalty per FP</td>
<td>$</td>
</tr>
<tr>
<td>(Cost_{FN})</td>
<td>Penalty per FN</td>
<td>$</td>
</tr>
<tr>
<td>(N_H)</td>
<td>#Human resources</td>
<td>Number</td>
</tr>
<tr>
<td>(N_{train})</td>
<td>Training set size</td>
<td>Number</td>
</tr>
<tr>
<td>(N_{test})</td>
<td>Test set size</td>
<td>Number</td>
</tr>
<tr>
<td>(Value_{product})</td>
<td>Estimated value of the product per release</td>
<td>$</td>
</tr>
</tbody>
</table>

7.6.1 Investment: The Cost Factor

Data processing is an umbrella term used to combine data collection (\(C_{dg}\)), pre-processing (\(C_{pp}\)), and labeling (\(C_l\)) under one hood, each one of which is a cost component. However, not all costs are fixed and some vary based on the solution approach used to tackle any decision problem. Additionally, there is a cost associated with hyperparameter tuning (\(C_{ft}\)) modeling and evaluation (\(C_e\)).

7.6.2 Return: The Value Factor

In the context RDE problem, the benefit could be modeled in terms of the ability of the ML model to produce the least amount of overhead by 1) Incorrectly classifying independent as a dependent (False Positive) 2) Incorrectly

---

5We are using a completely labelled data for this study to evaluate the three RQs. Thus, the cost of labeling has been used as a proxy to imitate the real-world scenario where un-labelled data is abundant and labelled data is scarce to use ML.
classifying dependent as independent (False Negative). So, using $Cost_{FP}$ and $Cost_{FN}$ as estimated re-work costs due to classification penalty then $Sum(Cost_{FN} + Cost_{FP})$ would be the cumulative expense that a company has to bear.

In a release cycle, if estimated value that a product could generate is $Value_{product}$ then the Benefit would be the difference of the estimated value and the classification overhead. Table 7.4 lists the relevant cost components and their corresponding units.

### 7.6.3 Cost and Benefit Estimation

As explained in Section 7.4.5, in this empirical analysis, we conducted classification by utilizing a varying and increasing size of the training set. Further, for the ROI analysis, in every iteration, Cost and Benefit were computed using the parameters explained in Table 7.4. Cost is the sum of the data processing costs $(C_{dp} + C_{pp} + C_{ft} + C_e + C_l)$ divided by 60 (in hours) for all the train ($N_{train}$) and test ($N_{test}$) samples ($= n$) in each iteration. This is further translated into dollar cost based on hourly charges ($C_{res}$) of $N_H$ human resources as shown in equation 7.3.

$$\text{Cost} = n \times \frac{(C_{dp} + C_{pp} + C_{ft} + C_e + C_l)}{60} \times N_H \times C_{res}$$  \hspace{1cm} (7.3)

Return computations for RDE, assumes reward ($Cost_{FP}$) for misidentifying independent requirements (FP) and heavily penalizing ($Cost_{FN}$) instances that were falsely classified as independent (FN). Equations 7.4 and 7.5 show these computations.

$$TotalPenalty = FP \times Cost_{FP} + FN \times Cost_{FN}$$  \hspace{1cm} (7.4)

$$Return = Value_{product} - TotalPenalty$$  \hspace{1cm} (7.5)

### 7.6.4 ROI Sensitivity Analysis

We perform sensitivity analysis to investigate the effects of various principal parameters on the ROI computation. Harman et al. [83] emphasized that Software engineering is plagued by problems associated with unreliable cost estimates and sensitivity analysis could be a method to assess the impact of inaccuracies of the cost estimation.

For sensitivity analysis, we only modify the parameter values repeatedly and capture the results. Table 7.5 shows parameters and corresponding values considered while computing the cost and benefit for ROI analysis. Parameters such as $Cost_{FP}$ (cost of misidentifying the positive prediction), $Cost_{FN}$ (cost of missing a dependency) and $Value_{product}$ are defined to calculate the total benefit in each iteration. A sensitivity analysis was performed to identify how these values impacted the ROI preference between techniques once cost factors were changed in a predefined range.
Figure 7.3: Precision and recall of RDE-BERT and RF shows that the precision and recall for BERT were low in the beginning, they pick up dramatically with increasing train set size.

7.7 Results

7.7.1 Comparison Based on Accuracy - RQ3.3

Figure 7.3 shows the precision and recall curves for the two methods. Although precision and recall of the RDE-BERT are low at the beginning, they pick up dramatically after initial slow growth and outperform RF. As shown in Figure 7.4, over incremental training set size, F1 of RDE-BERT outperformed the RF by a margin of 10%. The highest F1-score that RDE-BERT could achieve was 0.93 whereas the RF peaked at 0.83. Right from the beginning, the F1-score of RDE-BERT continued to perform better comparatively and could reach its peak with 70% or more training set size, however, the increase hit a plateau beyond that point.

RDE-BERT outperforms RF in terms of F1 right from the beginning. RDE-BERT and Random Forest achieved a maximum of F1 = 0.93 and 0.83 respectively with 70% of training set. However F1 hits a plateau beyond this point.

Figure 7.4: F1 of RDE-BERT vs RF for varying training set sizes show that RDC-BERT outperforms RF on F1-score measure

Figure 7.5: ROI of RDE-BERT vs RF for varying training set sizes show that with over 45% train set RDC-BERT starts to generate positive ROI
7.7.2 Comparison Based on ROI - RQ3.4

To compare RDE-BERT with RF in terms of ROI, we utilized domain expertise to estimate the various cost components of investment and benefit. Thus, we utilized estimations from the CEO of Typo3 [10], an OSS application, through an interview. Table 7.5 lists the parameters and corresponding values from that interview. Typo3 and Redmine are projects of a similar domain and similar size, so we transferred estimates from Typo 3 to Redmine.

Table 7.5: Parameter settings for the two analysis scenarios

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{fixed}$</td>
<td>1 min/sample</td>
</tr>
<tr>
<td>$C_l$</td>
<td>0.75 min/sample</td>
</tr>
<tr>
<td>$C_{res}$</td>
<td>$65/hr</td>
</tr>
<tr>
<td>$C_{ft}$</td>
<td>0.1 min/sample</td>
</tr>
<tr>
<td>$N_H$</td>
<td>9</td>
</tr>
<tr>
<td>$N$</td>
<td>7,328 (balanced dataset)</td>
</tr>
<tr>
<td>$Cost_{FN}$</td>
<td>$24,960</td>
</tr>
<tr>
<td>$Cost_{FP}$</td>
<td>$10,400</td>
</tr>
<tr>
<td>$Value_{product}$(^1)</td>
<td>$4,000,000</td>
</tr>
</tbody>
</table>

\(^1\)This value was computed using various cost estimates for a period of one release cycle (= 18 months)

Figure 7.5 shows a comparison of the ROI between RF and RDE-BERT. RF performs poorly and achieves positive ROI only with 75% or more training set size. However, RDE-BERT needs close to 45% of the training set size to achieve positive ROI, which is substantial and tends to be an expensive investment in terms of effort and cost. Additionally, the ROI begins to plateau beyond 70% training set size.

Note that RDE-BERT starts to yield positive ROI only after it is provided with more than 45% of the training set. Interestingly, if only 25% to 40% of the dataset is available for training, then choosing either of the RFs and RDE-BERT does not make a huge difference. In hindsight, choosing RF could be more economical as it is computationally inexpensive comparatively.

RDE-BERT needs at least 45% or more data to generate positive ROI. With just about 25% to 40% data available for training, both RF and RDE-BERT perform about the same and generate negative ROI.

7.7.3 Sensitivity Analysis of Fine-tuned BERT - RQ3.5

In this question, we were interested how much the results will change for changing (cost) values. We computed the ROI for both RDE-BERT and RF for varying $Cost_{FN}$ and $Cost_{FP}$ around the values defined in Table 7.5. In particular, we studied two scenarios. We visualized the results as a heat-map. If the difference ROI(RDE-BERT)
- ROI(RF) is positive then this means that RDE-BERT performs better. The higher the difference, the darker the color. Conversely, if the difference is negative then it shows that RF fares well comparatively.

In the first scenario, we varied $\text{Cost}_{FN}$ and $\text{Cost}_{FP}$ by 1000 units incrementally and computed results when RF and RDE-BERT utilized 5% of the dataset for training. We kept the $\text{Value}_{product}$ static at 4M. As shown in Figure 7.6 the RF was resilient to higher $\text{Cost}_{FN}$ values comparatively (yellow hue).

![Figure 7.6: Difference in ROI values of RDE-BERT and RF (RDE-BERT minus RF) for varying $\text{Cost}_{FN}$ and $\text{Cost}_{FP}$. The comparison is for 5% training set size and $\text{Value}_{product}=4M$. The yellow hue in heatmap (upper right triangle) shows that RF performs better than RDE-BERT for higher values of $\text{Cost}_{FN}$ in conjunction with lower values of $\text{Cost}_{FP}$](image)

Secondly, we fixed the $\text{Value}_{product}$ to 3M and re-evaluated the ROI at 10% of the dataset like before. As shown in the results show that RF was also very effective for higher values of $\text{Cost}_{FN}$ cost factors compared to RDE-BERT which held strong for $\text{Cost}_{FP}$ mostly.

Sensitivity analysis emphasized that for smaller training set size with varying $\text{Cost}_{FN}$, $\text{Cost}_{FN}$ for two different $\text{Value}_{product}$ values, RF showed better ROI even for higher $\text{Cost}_{FN}$ values which is the most expensive cost factor.

In summary, as shown in Table 7.6 RDE-BERT excels when there is 45% or more data to train and provides the $F1>0.70$ even with 5% of the dataset to train with. On the other hand, RF performs well comparatively with the small dataset to train with and generates up to 0.83 $F1$. However, due to the high false-negative rate, the ROI model becomes sensitive to cost factors.

<table>
<thead>
<tr>
<th>Training</th>
<th>F1</th>
<th>ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% - 15%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>over 20%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.6: Summary of the results from the three research questions
7.8 Threats to Validity

Internal validity - The experiments conducted in this study are in the context of binary classification. Although we speculate that it would not alter the conclusions drawn, its impact remains to be explored in future work.

Our ROI computation is based on the cost and value factors defined by another project from the same repository. Thus, its implications on the result remain open to speculation. However, these values are obtained from practitioners (CEO of a Typo3 FOSS project), hence, we believe this threat is mitigated to a great extent.

Obtaining project-related cost estimates from practitioners is an arduous task in itself. We do not exclude the implications of using cost estimates from just one practitioner, however, our preliminary results from [56] showed similar results for altered yet relative cost estimates.

External validity - This work focused on using one of the fine-tuned BERT models for a specific context and a specific data set. No claims for external validity are made, other than rejecting both initial null hypotheses.

Construct validity - The scope of our ML process is the ML classification model and development cost only. We do not focus on deployment or fit into the OSS developers’ and maintainers’ workflow. However, we envision incorporating it in our future work.

7.9 Discussion

In this study, we used a fine-tuned variant of the breakthrough BERT technology, called RDE-BERT and applied it to requirements dependencies classification from textual requirements. The focus was not to find “just another application” of BERT or “just another algorithm” for requirements dependency classification. Instead, we moved a step ahead and compared BERT with Random Forrest (baseline technique of our study) on multiple evaluation criteria (F1 and ROI). For the Redmine data set, we demonstrated that the preference between BERT and RF depends both on the project parameters and the chosen criteria for the comparison.
While BERT is a powerful and widely applicable technique, it does not mean that it automatically is the preference all the time over RF. We also demonstrated that it is crucial to look beyond just accuracy, as this simplifies the situation by enabling us to consider much more than the number of occurrences of FN, FN, TP, and TN. Determining the ROI of investing into any of the two techniques helps to paint a more comprehensive picture for decision making.

Decision-making for the preference of technologies based on usage is a data-sensitive problem. In our future work, we will collect more data from OSS or proprietary projects. For concrete decisions, in our research context, cost and value predictions need to be qualified. Value-based software engineering was introduced mainly by Biffl et al. [28]. However, it is still not widely accepted in the community. Predicting the value of preventing FN or FP in a classification setting is a challenging task and needs further modeling and investigations. We hope that our study is the first step in this direction.

Summary

Figure 7.8 provides pictorial gist of this study. Utilizing flow diagram, the interconnection between various research questions explored in this study are explained in this Figure.
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Figure 7.8: Birds eye view of the logical connection between various RQs and the results from their evaluation shown in this figure.

We tested for 6 Mozilla products. Results showed over 30% improvement compared to RF, NB and SVM using TF-IDF.

RQ3.1: How does RDE-BERT compare with Naive Bayes and Random Forest in terms of accuracy?

RQ3.2: In terms of accuracy, how does RDE-BERT compare with others to predict the direction of the dependency?

RDE-BERT showed exceptional results and showed exemplary performance with F1 and precision, recall at 0.76 when compared to other ML methods.

We demonstrated that the preference between BERT and RF depends both on the project parameters and the chosen criteria for the comparison (F1 vs ROI).

RQ3.3, RQ3.4 & RQ3.5: Is BERT the new silver bullet?
Part IV

Addressing Performance Evaluation Challenge (RQ4)
Chapter 8

Beyond Accuracy: ROI of Data Analytics

The unprecedented access to data has rendered a remarkable opportunity to analyze, understand, and optimize the investigation approaches in almost all the areas of (Empirical) Software Engineering. However, data analytics is time and effort consuming, thus, expensive, and not automatically valuable.

This work demonstrates that it is crucial to consider Return-on-Investment (ROI) when performing Data Analytics. Decisions on "How much analytics is needed"? are hard to answer. ROI could guide for decision support on the What?, How?, and How Much? analytics for a given problem.

The proposed conceptual framework is validated through two empirical studies that focus on requirements dependencies extraction in the Mozilla Firefox project. The two case studies are (i) Evaluation of fine-tuned BERT against Naive Bayes and Random Forest machine learners for binary dependency classification and (ii) Active Learning against passive Learning (random sampling) for Requires dependency extraction. For both the cases, their analysis investment (cost) is estimated, and the achievable benefit from Data Analytics (DA) is predicted, to determine a break-even point of the investigation.

For the first study, fine-tuned BERT performed superior to the Random Forest, provided that more than 40% of training data is available. For the second, Active Learning achieved higher F1 accuracy within fewer iterations and higher ROI compared to Baseline (Random sampling based RF classifier). In both the studies, estimate on, How much analysis likely would pay off for the invested efforts?, was indicated by the break-even point.

Decisions for the depth and breadth of DA of empirical data should not be made solely based on the accuracy measures. Since ROI-driven Data Analytics provides a simple yet effective direction to discover when to stop further investigation while considering the cost and value of the various types of analysis, it helps to avoid over-analyzing empirical data.
8.1 Introduction

Return-on-Investment (ROI) is of great interest in engineering and business for arriving at decisions. This is true in Software Engineering (SE) as well. For example, Silverio et al. [106] evaluated cost-benefit analysis for the adoption of software reference architectures for optimizing architectural decision-making. Cleland et al. [40] studied the ROI of heterogeneous solutions for the improvement of the ROI of requirements traceability. Recent data explosion in the form of big data and advances in Machine Learning (ML) have posed questions on the efficiency and effectiveness of these processes that have become more relevant. In this paper, we present a retrospective evaluation of two empirical studies taken from the field of requirements dependency analysis for the benefit of ROI.

Data Analytics in SE (also called "Software Analytics" by Bird et al. [30]) is a term widely used, sometimes with a slightly different meaning. We subsume all efforts devoted to collecting, cleaning, preparing, classifying, analyzing data, and interpreting the results as Data Analytics (DA). In SE, the goal of DA is to provide better insights into some aspects of the software development life-cycle, which could facilitate some form of understanding, monitoring, or improvement of processes, products or projects.

SE is uncertain in various ways. SE is highly human-centric, and processes are not strictly repeatable. The goals and constraints of software development are dynamically changing. Experimentation and DA are inherently arduous under such circumstances. The famous Aristotle [21] is widely attributed with a saying, "It is the mark of an educated mind to rest satisfied with the degree of precision which the nature of the subject admits and not to seek exactness where only an approximation is possible". Figure 8.1 shows a typical ROI (cost-benefit) curve of technology usage. Following some phase of increase, the curve reaches saturation, so, beyond that point, further investment does not pay off. We contemplate that a similar behaviour holds true for applying DA. Our research hypothesis is that ROI-driven DA helps to determine the break-even point of investment and thus optimizes resources spent in this process.

Paper structure: Section 8.2 discusses related work. The problem formulation is detailed in Section 8.3. Section 8.4 explains the empirical ROI investigation approach for the two problems. A discussion of the applicability of the results is elaborated in Section 8.6.

Figure 8.1: Break-even point from cost-benefit analysis of technology investment.
8.2 Related Work

8.2.1 ROI Analysis in Software Engineering

Evaluating the profitability of expenditure helps to measure success over a period of time thus takes the guesswork away from the concrete decision-making process. For instance, Erdogmus et al. [65] analyzed the ROI of quality investment to bring its importance in perspective and posed important questions, “We generally want to increase a software products quality because fixing existing software takes valuable time away from developing new software. But how much investment in software quality is desirable? When should we invest, and where?”

Begel & Zimmermann [22] composed a set of 145 questions - based on a survey with more than 200 developers and testers - that are considered relevant for DA at Microsoft. One of the questions: “How important is it to have a software DA team answer this question?”, expected answer on a five-point scale (Essential to I don't understand). Although it provides a sneak peek of the development and testing environments of Microsoft, it does not prove any emphasis on any form of ROI. Essentially, we speculate that the ROI aspect was softened into asking for the perceived subjective importance through this question.

Boehm et al. [33] presented quantitative results on the ROI of Systems Engineering based on the analysis of the 161 software projects in the COCOMO II database. Van Solingen [155] analyzed the ROI of software process improvement and took a macro perspective to evaluate corporate programs targeting the improvement of organizational maturity. Ferrari et al. [71] studied the ROI for text mining and showed that it has not only a tangible impact in terms of ROI but also an intangible benefits - which occur from the investment in the knowledge management solution that is not directly translated into returns, but that must be considered in the process of judgment to integrate the financial perspective of analysis with the non-financial ones. A lot of benefits occurring from the investment in this knowledge management solution are not directly translated into returns, but they must be considered in the process of judgment to integrate the financial perspective of analysis with the non-financial ones.

Ruhe and Nayebi [135] proposed the Analytics Design Sheet as a means to sketch the skeleton of the main components of the DA process. The four-quadrant template provides direction to brainstorm candidate DA methods and techniques in response to the problem statement and the data available. In its nature, the sheet is qualitative. ROI analysis goes further and adds a quantitative perspective for outlining DA.

8.2.2 Empirical Analysis for Requirements Dependency Extraction

The extraction of dependencies among requirements is an active field of SE research. The practical importance of the topic was confirmed by our survey [55]. More than 80% of the participants agreed or strongly agreed that (i) dependency type extraction is difficult in practice, (ii) dependency information has implications on maintenance, and (iii) ignoring dependencies has a significant ill impact on project success.

In the recent past, many empirical studies have explored diverse computational methods that used Natural Language Processing (NLP) [124] [139], WSL technique [51], hybrid techniques [52] and DL [78]. However, none of
the approaches considered ROI to decide among techniques and the depth and breadth of their execution level.

8.3 Methodology

Different models exist that provide guidance to perform DA. Wieringa [165] provides a checklist for what he calls the design cycle and the empirical cycle. In this study, we use the term Scoping for defining the problem and the analysis objectives. Scoping also means defining the boundaries that help to exclude non-essential parts of the investigation. Analysis of the projected Return-on-Investment (ROI) serves as an input for scoping.

8.3.1 Research Question

DA follows a resource and computation-intensive process constituting data gathering and processing components that are the non-trivial proportion of the total research cost. Thus, it is essential to account for these to compute the overall cost-benefit and optimize it further.

Our aim is to look at DA for empirical studies retrospectively (already conducted studies in the past). In particular, we are interested in Requirements Dependency Analysis (RDA) based studies. Through this research, we define and validate the principal concepts needed for ROI-driven DA. Our research question is:

| RQ4.1: | What are the benefits of ROI-driven Data Analytics in the studies focusing on Requirements Dependency Analysis? |

Justification: As for any investment, it is most important to know how much is enough. There is no incentive to invest in analytics just for the sake of performing some analysis. Although one cannot claim exactness from this, it is worthwhile to get some form of guidance on where (which techniques) and how far (how much of it) one should go. To make the analysis concrete, we have selected RDA as the area of our specific investigations.

8.3.2 Cost Factors

Data processing is an umbrella term used to combine data collection \( (C_{db}) \), pre-processing \( (C_{pp}) \) and labeling \( (C_l) \) under one hood, each one of which is a cost component. However, not all costs are fixed and some vary based on the solution approach used to tackle any decision problem. For example, supervised Machine Learning (ML) requires a large amount of annotated data, to begin with, whereas Active Learning acquires these annotations over a period of time in iterations until a stopping condition for classification operation is reached [141]. Additionally, there is a cost associated with modeling and evaluation \( (C_e) \).

8.3.3 Value Factors

The value returns or “benefits” are defined based on the needs of the decision problem. In the context of dependency extraction, the benefit could be modeled in terms of the ability of the ML model to identify a larger number of
### Table 8.1: Parameters used for ROI computation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{dgy}$</td>
<td>Data gathering time</td>
<td>Minutes</td>
</tr>
<tr>
<td>$C_{pp}$</td>
<td>Pre-processing time</td>
<td>Minutes</td>
</tr>
<tr>
<td>$C_{e}$</td>
<td>Evaluation time</td>
<td>Minutes</td>
</tr>
<tr>
<td>$C_{l}$</td>
<td>Labeling time</td>
<td>Minutes</td>
</tr>
<tr>
<td>$C_{resource}$</td>
<td>Human resource cost</td>
<td>$/hour</td>
</tr>
<tr>
<td>$B_{\text{reward}}$</td>
<td>Value per TP</td>
<td>$</td>
</tr>
<tr>
<td>$B_{\text{penalty}}$</td>
<td>Penalty per FN</td>
<td>$</td>
</tr>
<tr>
<td>$BF1_{\text{iteration}}$</td>
<td>F1 difference</td>
<td>Number</td>
</tr>
<tr>
<td>$PV_{\text{alue}}$</td>
<td>Projected value per 1% F1 improvement</td>
<td>$</td>
</tr>
<tr>
<td>$H$</td>
<td>#Human resources</td>
<td>Number</td>
</tr>
<tr>
<td>$N_{\text{train}}$</td>
<td>Size of the training set</td>
<td>Number</td>
</tr>
<tr>
<td>$N_{\text{test}}$</td>
<td>Size of the test set</td>
<td>Number</td>
</tr>
<tr>
<td>$N$</td>
<td>$N_{\text{train}} + N_{\text{test}}$</td>
<td>Number</td>
</tr>
</tbody>
</table>

Dependencies correctly (higher # of True Positives TP: $B_{\text{reward}}$) while limiting misclassification (reduced # of False Negatives FN: $B_{\text{penalty}}$). Conversely, the benefit could also be determined based on the net value ($PV_{\text{alue}}$) of change of accuracy ($BF1_{\text{iteration}}$) in every iteration, especially when using Active Learning. Table 8.1 lists the relevant cost components and their corresponding units. These will be utilized to compute the ROI later for the two different problems in Section 4.4.

### 8.3.4 ROI

To determine the ROI, we follow the simplest form of its calculation relating to the difference between Benefit and Cost to the amount of Cost. Both Benefit and Cost are measured as human effort in person hours.

\[
ROI = \frac{(Benefit - Cost)}{Cost} \tag{8.1}
\]

Costa et al. [41] distinguished the “hard ROI” from the “soft ROI”. The former refers to the direct additional revenue generated and cost savings. The latter improved productivity, customer satisfaction, technological leadership, and efficiencies.

### 8.4 ROI of Techniques

We have selected the area of requirements dependency analysis (RDA) to illustrate and initially validate our former conceptual framework. In what follows, we introduce the key terms needed to formulate two Empirical Analysis Studies called EAS 1 resp. EAS 2.
8.4.1 Problem Statement

Following are the definitions of dependency types that are used to state the two studies. For a set of requirements $R$ and a pair of requirements $(r,s) \in R \times R$

1) An Independent relationship is defined as the absence of any form of relationship between a pair of requirements.

2) A Dependent relationship is defined as the complement set of Independent. i.e., there exists at least one type of the dependency types such as Requires, Similar, Or, And, XOR, value synergy, effort synergy etc. between $r$ and $s$.

3) Requires is a special form of Dependent relationship. If $r$ requires $s$, or $s$ requires $r$, then, $r$ and $s$ are in a Requires relationship.

4) Other type of dependency is when $(r,s)$ is Dependent and the dependency type is not Requires (could be any of the other dependency types mentioned in (2)).

Problem 1- Binary requirements dependency extraction: For a given set $R$ of requirements and their textual description, the binary requirements dependency extraction problem aims to classify each pair $(r,s) \in R \times R$ as Dependent or Independent.

Problem 2- Specific requirements dependency extraction of the type Requires:

For a given set $R$ of requirements and their textual description, the Requires dependency extraction problem aims to classify for each pair $(r,s) \in R \times R$ if they are in a Requires relationship.

8.4.2 Empirical Analysis Studies (EAS)

In this section, we formulate two Empirical Analysis Studies, EAS 1 and EAS 2, to investigate the two problems explained above. We aim to analyze and compare Bidirectional Encoder Representations from Transformers (BERT), and Active Learning (AL), both proven to be of interest in general and pre-evaluated for their applicability to the stated problems, with conventional ML. For the two studies, we examine the (F1) accuracy and the ROI of the whole process of DA.

**EAS 1:** We compare two supervised classification algorithms: Naive Bayes (NB) and Random Forest (RF) - ML algorithms successfully and prominently used for text classification in the past, with a fine-tuned BERT model. The analysis was performed for an incrementally growing training set size to capture its impact on F1 and ROI.

**BERT** (Bidirectional Encoder Representations from Transformers) is a recent technique published by researchers from Google. BERT is applying bidirectional training of Transformer, a popular attention model, to language modeling, which claims to be state-of-the-art for NLP tasks. In this study scenario, we explore the question, “How does fine-tune BERT compare with conventional algorithms on an economical scale?” by comparing models’ effectiveness with incurred ROI.
EAS 2: Random sampling (Passive Learning) randomly selects a training set - referred to as Baseline in the rest of the paper. Active Learning selects the most informative instances using various sampling techniques such as MinMargin and LeastConfidence [141]. We compare Baseline with AL using RF as a classifier for this scenario. The analysis was done by adding a few training samples in every iteration concurrently to classify the unlabeled instances.

Active Learning (AL) is a ML method that guides a selection of the instances to be labeled by an oracle (e.g., human domain expert or a program) [141]. While this mechanism has been proven to positively address the question, “Can machines learn with fewer labeled training instances if they are allowed to ask questions?”, through this exploration, we try to answer the question, “Can machines learn more economically if they are allowed to ask questions?” [142].

8.4.3 Data

The online bug tracking system Bugzilla [2] is widely used in open-source software development. New requirements are logged into these systems in the form issue reports [145] [26] which help software developers to track them for effective implementation [146], testing, and release planning. In Bugzilla, feature requests are a specific type of issue that is typically tagged as “enhancement” [116]. We retrieved these feature requests or requirements from Firefox and exported all related fields such as Title, Type, Priority, Product, Depends_on, and See_also.

Data collection: Collecting data from Bugzilla was a substantial effort that was carried out in multiple rounds. We collected 3,704 enhancements from Firefox using REST API through a python script such that each one of the enhancements considered for retrieval is dependent on at least another one in the dataset. The data spanned from 08/05/2001 to 09/08/2019.

Data preparation: The complete data was analyzed to eliminate special characters and numbers. Then dependent requirement pairs were created based on the depends_on (interpreted as Requires dependency) field information for each one of the enhancements. Requirements with no dependency between them were paired to generate Independent class dataset. Further, sentence pairs that had fewer than three words in them were filtered out resulting in 3,373 Requires, 219 Other and 21,358 Independent pairs.

Pre-processing and feature extraction: The data was first processed to eliminate stop words and then lemmatized following the traditional NLP pipeline [16]. For supervised and AL ML, we used the Bag Of Words (BOW) [129] feature extraction method, which groups textual elements as tokens. For applying BERT, we retained sentence pairs in their original form (without stop word removal and lemmatization).

Classifiers: For both NB and RF, the data was split into train and test (80:20) and balanced between classes. Also, hyper-parameter tuning was performed and the results for 10-fold cross-validation were computed, followed by testing (on unseen data).

To fine-tune the BERT model, we used NextSentencePrediction [4] a sentence pair classification pre-trained BERT model, and further fine-tuned it for the RDA specific dataset on Tesla K80 GPU on Google Colab [2].

1https://huggingface.co/transformers/model_doc/bert.html#bertfornextsentenceprediction
2https://colab.research.google.com/


8.4.4 ROI Modeling

EAS1

The classification algorithms such as RF and NB, have been explored in NLP based SE problems. These algorithms are driven by the feature extraction aspect to a great extent. Thus, could influence their effectiveness on classification outcomes. However, feature extraction is problem specific and incurs substantial cost and access to domain expertise.

On the other hand, BERT eliminates the need for feature extraction since it is a language model based on deep learning. BERT, pre-trained on a large text corpus, can be fine-tuned on specific tasks by providing only a small amount of domain-specific data.

In this empirical analysis, we conducted classification by utilizing a fraction of the whole dataset for training and testing for a small fixed data set. This was repeated by slowly increasing the fraction of the training set and results were captured.

During every classification, Cost and Benefit were computed using various parameters explained in Table 8.1. Cost is the sum of the data processing costs \( (C_{dg} + C_{pp} + C_{e} + C_{l})/60 \) (in hours) for a fraction (N\%) of training set. This is further translated into dollar cost based on hourly charges \( (C_{resource}) \) of \( H \) human resources.

\[
Cost = N\% \times \frac{(C_{dg} + C_{pp} + C_{e} + C_{l})}{60} \times H \times C_{resource}
\]  

(8.2)

Return computations for RDA, assumes reward \( (B_{reward}) \) for identifying the dependent requirements (TP) while penalizing \( (B_{penalty}) \) instances that were falsely identified as independent (FN).

\[
Benefit = TP \times B_{reward} - FN \times B_{penalty}
\]  

(8.3)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{fixed} = C_{dg} + C_{pp} + C_{e} )</td>
<td>1 min/sample</td>
</tr>
<tr>
<td>( C_{l} )</td>
<td>0.5 min/sample</td>
</tr>
<tr>
<td>( C_{resource} )</td>
<td>$400/hr</td>
</tr>
<tr>
<td>( H )</td>
<td>1</td>
</tr>
<tr>
<td>( N )</td>
<td>4,586</td>
</tr>
<tr>
<td>( B_{reward} )</td>
<td>$500/TP</td>
</tr>
<tr>
<td>( B_{penalty} )</td>
<td>$500/FN</td>
</tr>
<tr>
<td>( BF_{iteration} )</td>
<td>=F_{cur} - F_{prev}</td>
</tr>
<tr>
<td>( PV_{value} )</td>
<td>$10,000 per percent F1 improve</td>
</tr>
</tbody>
</table>
In this empirical analysis, we compared AL with a traditional random sampling based classification - Baseline - using the RF ML algorithm.

Beginning with 60 training samples of each class (Requires, Independent and Other), we developed multi-class classifiers for both AL and Baseline for this empirical study scenario. When AL used MinMargin sampling technique to identify 24 most uncertain instance (requirement pair) for oracle to label, baseline randomly selected 20 instances and added to the training set along with their label, thus, kept the two approaches comparable in all the 20 iterations. Since data is already labeled, for AL, we pretend they are unlabeled until queried and labeled by a simulated oracle in this scenario.

The Cost is determined by first computing the sum of total processing time in person hours (= Cost) taken for data processing ($C_{fixed} = C_{dq} + C_{pp} + C_e$), labeling ($C_l$) of train set ($N_{train}$) and data processing cost ($C_{fixed}$) for testing. This is further translated into dollar cost (= $C_{total}$) based on hourly charges ($C_{resource}$) of $H$ human resources.

$$Cost = \frac{N_{train} \ast (C_{fixed} + C_l) + N_{test} \ast C_{fixed}}{60}$$

$$C_{total} = Cost \ast H \ast C_{resource}$$  \hspace{1cm} (8.4)

Likewise, Benefit is defined as the monetary value associated with a 1% improvement in F1 score ($BF_{iteration}$) between subsequent iterations.

$$Benefit = BF_{iteration} \ast PValue$$  \hspace{1cm} (8.5)

8.5 Results: Benefits of ROI-driven Data Analytics - RQ4.1

In the real-world, cost and benefit values are hard to get and are uncertain. All the results presented in this section are based on the parameter settings given in Table 8.2. The settings reflect practical experience but are not taken from a specific data collection procedure. We claim that the principal arguments made in our study are independent of these settings.

8.5.1 EAS 1

Figure 8.2 provides the “accuracy only view” and shows that F1 gradually increases with the increasing training size for the three ML algorithms: NB, RF, and BERT. However, all three ML algorithms reach a saturation towards larger training set sizes. While BERT performed exceptionally well when training set size exceeded 42%, it could have been ideal to pre-determine “How much training is enough?”. Thus we selected the top two classifiers (Figure

3 MinMargin sampling technique performed well compared to Least Confidence and Entropy thus, we utilized MinMargin for this study.

4 The tests were performed with #samples = 10, 15 and 20. In this study, we will discuss results related to #samples=20
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Figure 8.2: F1 score plot for NB, RF and BERT trained over increasing training set size, F1 improves, but plateaus beyond 70% train set

(a) F1 vs ROI for Random Forest shows learning can stop at 20% train set
(b) F1 vs ROI for Fine-tuned BERT shows that beyond 60% ROI deteriorates

Figure 8.3: Empirical Analysis Scenario 1 (EAS 1)

8.2: BERT and RF and applied the monetary values (Table 8.2) for the various cost and benefit factors defined in Table 8.1 and computed the ROI.

Figure 8.3a and 8.3b show the results for RF and BERT, respectively. The ROI behaviour is not monotonous and peaks for both cases. Although RF classification achieved the highest ROI with just 20% of training set and accuracy of F1 = 0.7, highest F1 value of 0.75 was achieved along with the lowest ROI of 3.7 as annotated in Figure 8.3b.

For RF classification and applying ROI arguments, learning can be stopped with 20% of the training set.

Now looking at BERT classification, the best ROI-driven results: F1 = 0.84 and an ROI = 8.43, were achieved with the 60% training set. Although F1 rose to 0.9 with 70% training set size, ROI dropped to 7.27. For the recom-
8.5.2 EAS 2

We analyzed the ROI for Baseline against AL for classifying the Requires class. The results are shown in Figure 8.4a and Figure 8.4b. Similar to EAS 1, we applied the values from Table 8.2 and equations (8.4) and (8.5) to compute cost and benefit at every iteration for both the approaches. For the Baseline approach, ROI peaked at 3.2 and F1 = 0.6, in the very 2nd iteration. Onwards, ROI drastically decreased which indicated lesser value for increasing training set by random sampling (Baseline) method.

Similar behavior was observed for the AL approach, shown in Figure 8.4b. The peak here was after three iterations with values ROI = 4.5 and F1 = 0.8.

8.6 Discussion

For the problem of RDA, we explored the potential value of ROI-driven decisions. When chasing higher accuracy, there is a risk of over analyzing empirical data. In the sense that the value added due to increased accuracy is not justifiable by the additional effort needed in achieving it.

**What does a high or low ROI mean for DA?**  If available, a high ROI ratio indicates that there is a
substantial benefit expected from following the recommendations derived from DA. Assuming that the ROI-driven
suggestions are implemented, the small improvements achieved for solving the decision problems with high impact
could justify the effort invested. Analysis related to effort and benefit, targeting high ROI, also implies simplicity
first. Advanced methods are needed, but they are hard to justify practical application if a similar type of insight
could be reached from a much simpler analysis, e.g., from descriptive statistics.

**What is the risk of ignoring analysis?** The calculation of ROI is based on the value and effort estimates
and thus only provides an approximation. In all types of exploratory data analysis, the emphasis is mainly on creating
new research hypotheses or validating existing assumptions. In these cases, the notion of ROI is not the primary
concern. Also, estimates for value and effort needed are highly dependent; hence, the ROI might only serve as a soft
recommendation. On the other hand, whenever the ROI can be determined as a reasonable estimate, even after using
intervals of best and worst-case performances, then ignoring ROI means to potentially waste effort for analysis that
does not pay off the investment made. For EAS 1, if the training size set was limited to 30%, RF could be considered
as a better choice over BERT. However, with the possibility to increase the training set size, the BERT approach
could be favored.
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Chapter 9

ROI of ML Classification

Machine Learning (ML) can substantially improve the efficiency and effectiveness of organizations and is widely used for different purposes within Software Engineering. However, the selection and implementation of ML techniques rely almost exclusively on accuracy criteria. Thus, for organizations wishing to realize the benefits of ML investments, this narrow approach ignores crucial considerations around the anticipated costs of the ML activities across the ML life-cycle, while failing to account for the benefits that are likely to accrue from the proposed activity. We present findings for an approach that addresses this gap by enhancing the accuracy criterion with return on investment (ROI) considerations. Specifically, we analyze the performance of the two state-of-the-art ML techniques: Random Forest and Bidirectional Encoder Representations from Transformers (BERT), based on accuracy and ROI for two publicly available data sets. Specifically, we compare decision-making on requirements dependency extraction (i) exclusively based on accuracy and (ii) extended to include ROI analysis. As a result, we propose recommendations for selecting ML classification techniques based on the degree of training data used. Our findings indicate that considering ROI as additional criteria can drastically influence ML selection when compared to decisions based on accuracy as the sole criterion.

9.1 Introduction

Machine Learning (ML) includes methods, tools, and techniques for inferring models from data and has provided successful applications of classification and prediction algorithms. In the area of software development and evolution, a recent study [143] revealed that there is a spectrum of applications of ML across the software development life-cycle, with most of the applications belonging to the category of Quality Assurance and Analytics.

There exists an extensive variety of ML algorithms and this pool is growing steadily. A recent study [143] listed Decision Trees, Naive Bayes, and Random Forrest as the techniques most frequently applied in Software Engineering. However, it is important to determine which algorithm works well for a given problem and which are less effective. The performance of any ML technique is generally measured in terms of accuracy (or similar measures). However,
the success of ML does not only depend on the algorithms used because ML is a process with various interdependent steps and the investments made in this process need to be related to the return gained from its results. This paper puts estimating the return-on-investment (ROI) of ML in the spotlight. ROI is most widely used in the context of business analysis, which we extend to ML classification problems. In particular, we focus on the decision-making of ML method selection, i.e., to determine when to stop the process and how much additional investment is needed to achieve a target goal (result).

The most important prerequisite for generating accurate ML models is high-quality training data, however securing such data is often an arduous task. Additionally, engineering and selecting appropriate features is especially time-consuming and requires a vast amount of effort and resources [72]. The benefits gained from the application of ML can be dramatically offset due to data collection and data pre-processing activities, which incur substantial costs and effort.

ROI is of great interest in engineering and business, where it is widely used as a guide for decision-making. This is true in Software Engineering (SE) as well. For example, Martinez Fernandez et al. [106] evaluated cost-benefit analysis for the adoption of software reference architectures for optimizing architectural decision-making. Cleland Huang et al. [40] studied the ROI of heterogeneous solutions for the improvement of requirements traceability. However, the recent data explosion in the form of big data and advances in Machine Learning (ML) have posed questions on the efficiency and effectiveness of these processes that have become more relevant.

In this paper, we present two empirical studies from the field of requirements engineering. While it serves as one sample topic for a broader problem, Requirements Dependency Extraction (RDE) has been a topic of interest for both researchers and practitioners. In particular, we study a fine-tuned BERT (Bidirectional Encoder Representations from Transformers) [59], a recent technique published by researchers from Google, with Random Forest for solving RDE. BERT uses bidirectional training of transformer, a popular attention model, to language modelling, which claims to be state-of-the-art for NLP tasks. We compare BERT with Random Forest (RF), a widely used ML technique that serves as a baseline for comparison.

The objective of this study is to present an alternative method to evaluate ML algorithms. In that sense, we demonstrate the perspective of the returns ML algorithms would generate for the investment done while choosing a particular method for a given problem. Our research contributions are as follows

- Describe an ML process model for ML classification and perform related ROI modeling.
- Empirically evaluate Random Forest and fine-tuned BERT for textual classification in the context of requirements dependency classification (RDE) using accuracy and ROI.

The remainder of the paper is structured as follows: Section 9.2 provides a motivating example of this study, followed by Section 9.3 which explains requirements dependency, its extraction, practical relevance, and research questions. Section 9.5 elaborates our ROI modeling of the ML process. Data used in this study are detailed in Section 9.6 followed by empirical results in Section 9.7. The discussion Section 9.8 details implications and limitations of this study before providing a discussion in Section 9.9.
9.2 Motivating Example

Figure 8.1 shows a prototypical ROI curve for technology investment \[134\]. When trying to achieve better results, the investment’s cost (or effort) is growing over time, typically non-linearly. However, the benefit achieved from that investment eventually reaches some saturation point beyond which almost no further improvement is achieved. In total, a saturation point is achieved, after which further investment does not pay off anymore (i.e., point of diminishing returns).

Thus, the most crucial question arises—Do similar arguments apply for ML classification in Software Engineering? While this could be true in general, we study it in the context of the requirements dependency classification problem.

Deshpande et al. \[55\] report the results of a recent survey for requirements dependency classification and maintenance, with 76% of responses (out of 70) from practitioners. More than 80% of the participants agreed or strongly agreed that dependency type classification is difficult in practice; dependency information has implications for maintenance, and ignoring dependencies has a significant impact on project success \[55\].

Applying the advanced NLP technique BERT, we performed an ROI analysis on the requirements dependency classification. Automating this process saves time, and making the classification more effective helps better align the development process with the existing dependencies. For example, if a requirement \( r \) depends on another requirement \( s \), then the implementation of \( s \) should precede implementing \( r \). Violating this logical dependency will not only delay the usage of \( r \) but also decrease the effectiveness of testing.

Figure 9.1: ROI vs F1 of BERT for Firefox dataset \[56\] shows that beyond 60% train set, ROI deteriorates although F1-score continues to improve.

Figure 9.1 shows that there is an early peak in the ROI of using BERT. Since it is a very data-intensive technique, the ROI goes down with increasing training set size before the ROI reaches the global maximum. By comparison, considering only the harmonic mean (F1) of precision and recall gives a different recommendation for training set size. We discuss this in detail in Section 5.
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9.3 Related Work

Although ROI is used in various contexts in Software Engineering and Data analytics, we discuss noted findings from the literature in the context of our proposed research.

9.3.1 Exploration of ROI in Software Engineering

Farbey et al. [66] explained that as a product moves through its life cycle, various evaluation methods such as ROI, Multi-Objective multi-criteria, Value analysis etc. play an important role in decision making. In this study, ROI was recommended either as a strategy to decrease uncertainty in the business area or to improve knowledge of how technology would operate.

Khoshgoftaar et al. [89] presented an interesting case study of a large telecommunication software system and demonstrated a methodology for cost-benefit analysis of a software quality classification model. The cost and benefit computations were based on the type-I (FP) and type-II (FN) values of classification models. Although these cost-benefit models were ahead of their time, they did not consider the time and effort investment done on data and metrics gathering for cost computation. In another study on calculating ROI in the software product line, Bockle et al. [31] derived cost and benefit estimates based on organization level criteria, such as cost to the organization and cost of reuse. However, this did not involve data analytics of any form.

The guesswork could be eliminated from the decision-making process while evaluating the profitability of expenditure, which could help measure success over time. For instance, Erdogmus et al. [65] analyzed the ROI of quality investment to bring its value into perspective; posed an important question, ”We generally want to increase a software product’s quality because fixing existing software takes valuable time away from developing new software. But how much investment in software quality is desirable? When should we invest, and where?”, which we think is difficult to quantify yet crucial for the success of software-based products.

Begel & Zimmermann [22] gathered and listed a set of 145 questions in a survey of 200 Microsoft developers and testers and termed them relevant for DA at Microsoft. One of the questions: ”How important is it to have a software DA team answer this question?”, expected answer on a five-point scale (Essential to I don’t understand). Although this analysis provides a sneak peek of the development and testing environments of Microsoft, it does not provide emphasis on any form of ROI. Essentially, we speculate that the ROI aspect was softened into asking for the perceived subjective importance through this question.

Boehm et al. [33] [32] presented quantitative results on the ROI of Systems Engineering based on the analysis of the 161 software projects in the COCOMO II database. Ruhe and Nayebi [135] proposed the Analytics Design Sheet as a means to sketch the skeleton of the main components of the DA process. The four-quadrant template provides direction to brainstorm candidate DA methods and techniques in response to the problem statement and the available data. In its nature, the sheet is qualitative, while ROI analysis goes further and adds a quantitative perspective for outlining DA.

Ling et al. [99] proposed a system to predict the escalation risk of current defect reports for maximum return.
on investment (ROI), based on mining historic defect report data from an online repository. ROI was computed by estimating the cost of not correcting an escalated defect (false negative) to be seven times the cost of correcting a non-escalated defect (false positive).

9.3.2 Exploration of ROI in Data Analytics

Ferrari et al. [71] studied the ROI for text mining and showed that it not only has a tangible impact in terms of ROI but also intangible benefits, which arise from the investment in the knowledge management solution. This solution translates the returns directly that must be considered while integrating the financial perspective of analysis with the non-financial ones.

Weiss et al. [163] emphasized how the quality of external data influence the results and quantified the effort of gathering and using such data when it is available at a premium into cost in terms of CPU time, even though the treatment of the subject is limited to a static setting. In a similar vein, Nagrecha et al. [119] proposed a Net Present Value model to determine the cost and impact of analytics programs for an organization.

Taking inspiration from these studies in our research, we not only consider data pre-processing costs as an additional cost aspect but also transform machine learning metrics to dollar amounts, with derived costs and benefits being also validated by industry experts.

9.3.3 Empirical Analysis for Requirements Dependency Classification

Requirements dependencies classification is an active field of SE research. The practical importance of the topic was confirmed by a survey [55] of over 90 participants from the SE industry. Results showed that more than 80% of the participants agreed or strongly agreed that (i) dependency type extraction is difficult in practice, (ii) dependency information has implications on maintenance, and (iii) ignoring dependencies has a significant negative impact on project success.

Several empirical studies have explored diverse computational methods that used Natural Language Processing (NLP) [124, 139], WSL technique [51], hybrid techniques [52] and DL [78] in this context. Recently, Wang et al. [161] explored a semi-automatic ML approach based on traceability to identify requirement dependencies to further identify security vulnerabilities. However, none of the approaches considered ROI to decide among techniques and the depth and breadth of their execution level.

9.3.4 Exploration of Machine Learning Process in Software Engineering

We analyzed 96 papers from IEEE, Scopus, ScienceDirect, and ACM Digital Library which exclusively used ML, and data analytics within software engineering, and software development domains. Precision, Recall, Accuracy, and AUC were by far the most common performance measures used by researchers in these papers. Additionally, the choice of performance measure was generally not justified. Most studies did not present all steps of the ML process,
and most of the papers formally present only 3 steps of the ML process such as data pre-processing, evaluation, and parameter tuning and all these steps are underestimated in terms of effort spent.

This study highlights the merits of simultaneously considering technical and business criteria when evaluating tradeoffs faced within machine learning approaches for requirements dependency extraction (RDE). We extend prior work that focused on comparing various ML techniques based upon technical criteria of accuracy to include broader consideration of the impact i.e. Evaluating value generated by the analysis compared to the costs incurred for the analysis.

9.4 Requirements Dependency Extraction

Similar to requirements elicitation [97], extraction of requirements dependencies is a cognitively difficult problem. These dependencies not only influence the development of software but also impact how requirements operate. In this section, we provide the formal problem definition which serves as an example to demonstrate the value of looking beyond accuracy measure and investing in more general concepts of ROI analysis.

9.4.1 Problem Formulation

While there are different types of dependencies between requirements [174], [36] we provide the definitions just for the ones used in the empirical study. For a set of requirements $R$ and a pair of requirements $(r, s) \in R \times R$

1) Two requirements $r, s$ are called \textbf{Independent} if handling one of them has no logical or practical implication for handling the other one. Otherwise, they are called \textbf{Dependent}.

2) \textbf{Requires} is a form of \textbf{Dependent} relationship. If requirement $r$ requires the requirement $s$ to be implemented, then, $r$ and $s$ are in a \textbf{Requires} relationship. Requires is an asymmetric relationship.

3) \textbf{Relates\_to} is another specific form of \textbf{Dependent} relationship. Requirement $r$ relates\_to requirement $s$ if changing one of them has an impact on the other. \textbf{Relates\_to} is a symmetric relationship.\footnote{There are other types of dependencies such as DUPLICATES, BLOCKS etc. that also occur in the these datasets, however, we have considered the ones that occur most frequently}

Problem: Binary Requirements Dependency Extraction (RDE)

For a given set $R$ of requirements and their textual description, the binary Requirements Dependency Extraction problem (RDE) is to decide for a given pair $(r, s) \in R \times R$ if $(r, s)$ is in a \textbf{Requires} (called problem RDE\_1) or in a \textbf{Relates\_to} (called problem RDE\_2) relationship.

9.4.2 Research Questions

In this paper, two research questions (RQs) are addressed:

\textbf{RQ4.2:} How to model the ROI for ML classification? Specifically, how to instantiate the model for the problem of RDE?
**Rational:** The exclusive consideration of accuracy in the selection of ML classification techniques might be misleading. We consider ROI as an alternative and additional criterion. To study the cost and benefit of the ML classification in a specific context, it is essential to consider the complete process of ML classification and the impact of the results in the original problem space.

**RQ4.3:** For RDE, how is the preference decision between RDE-BERT and RF impacted by the accuracy criteria F1 that includes ROI?

**Rational:** We evaluate the impact of the selection criteria through two empirical studies on two open-source software (OSS) datasets: Firefox, a software application from Mozilla family \[116\] and Typo3 \[10\], a content management software. Our goal is to evaluate two extraction techniques (RDE-BERT and RF) to demonstrate the impact of the consideration of ROI in addition to accuracy considerations.

### 9.5 ROI Modeling of ML Classification - RQ4.2

Machine Learning classification is an iterative process comprising a series of steps. Aiming at ROI analysis of ML classification requires a look at the effort consumed for all these steps. In what follows, we describe various ML process steps, we estimate cost and benefit, and project the ROI of ML classification.

Although various ML workflow has been defined in the literature \[67\] \[14\] \[113\], in this section, we present the simplified version of it mainly focusing on the ML process.

![Figure 9.2: Overview of the steps constituting the ML process](image-url)
9.5.1 Modeling the Process

The process steps are organized into four Phases: A, B, C, and D called Planning, Data Preparation, Execution, and Validation, respectively. Depending on the context, the effort allocated for these steps may vary. However, this approach parallels the process steps and guidelines for pragmatic optimization in software engineering by Ruhe et al. [134].

An overview of the steps is illustrated in Figure 9.2. Here, we did not show all the possible arrows to indicate that loops can, and do, occur between any two steps in the process. The iterative and interactive ML process, involving various phases is summarized as:

Phase A: Planning

Step 1: Scoping and problem formulation Scoping defines the problem context and its boundaries. Problem formulation addresses the key independent and dependent attributes to be considered. As a result of later steps, the problem formulation eventually needs to be adjusted as asking the right question constitutes the largest effort for any application effort.

Step 2: Evaluation of candidate machine learners A variety of ML algorithms exist and new ones are discovered regularly. Commonly used machine learning algorithms include Linear Regression, Logistic Regression, Decision Trees, K-means, Support Vector Machines, Naïve Bayes, Random Forest, and Neural Networks. There is no obvious preference in the sense that "One size fits all". However, there could be recommendations for a particular ML algorithm for a given problem based on its exemplary performance for a similar problem(s). An initial evaluation helps to select the most promising one(s). The selection is influenced by the success criterion of the classification (e.g., accuracy).

Phase B: Data Preparation

Step 3: Data collection Different sources of data might exist for performing ML classification. Data collection looks into what is potentially relevant and checks the type and availability of the data.

Step 4: Data pre-processing Raw data would not be ready for processing through the ML algorithm as it could have duplicates, missing values, and contradictions that need to be tackled first for error-free results. Performing such pre-processing operations, for example, data cleaning, normalization, transformation, feature extraction and selection, etc. are essential for the success of ML classification, but these steps consume a considerable amount of human resources and processing time. The outcome of data pre-processing is the training set which could be processed through ML algorithm further.

Step 5: Labeling Labeling is to assign labels to ground truth data. Supervised ML methods need labeled data unlike unsupervised ML methods. Labeling is generally performed by domain experts who identify a set of samples (that are most likely representative of the real-world data) to train the ML models. Depending on the nature of the problem, online crowdsourced platforms could also be used for labeling tasks.
**Phase C: Execution**

**Step 6: Training** The key idea of ML is to learn from existing data and then apply the resulting model to new data. The quality and quantity of the training data are often as important as the actual machine learning algorithm. To learn from existing data also means that the data set is complete, with known input and output of the observations.

**Step 7: Hyper-parameter tuning** ML algorithms depend upon several parameters such as named model parameters and named hyper-parameters. Named model parameters can be initialized and updated through the data learning process (e.g., the weights of neurons in neural networks). Named hyper-parameters cannot be directly estimated from data learning and should be set before training an ML model because they define the model architecture. Tuning these parameters means achieving settings that enable good algorithmic performance [94].

**Step 8: Testing** After training, the model is applied to the selected test set(s) (a small part of labeled data that is held out and excluded from the training process). The larger the number of variables in the real world, the bigger the training and test data should be. From performing testing, classification error counts are captured in the form of a confusion matrix.

**Phase D: Validation**

**Step 9: External validation** Success from Step 8 does not automatically imply the success of the results in the context of the application. The validity of the problem formulation and the data might prevent the applicability of the results (i.e., not actionable within the organization resulting in significant wasted effort). Internal validation approaches such as cross-validation can not guarantee the quality of a machine learning model due to potentially biased training data. External validation is critical for evaluating the generalization ability of the machine learning model, where independently derived datasets (external) are leveraged as validation datasets. While such independent validation is also sometimes used to refer to a validation study by other researchers that the researchers who developed the model [85].

### 9.5.2 Modeling Cost and Benefit

Acknowledging that ML classification is a process of steps with possibly multiple iterations suggests the need to look at the estimated cost for all these steps. Cost estimation is known to be inherently difficult in software engineering [144]. The same is true for value prediction. Despite many factors influencing the costs and benefits of ML classifications, we provide a preliminary model to allow a rough estimate of the ROI.

For cost estimation, we make the assumption that the total cost of performing ML classification with any given ML technique is the sum of cost components of the four phases outlined in the previous section. To simplify the model, we focus on Phase B (Data Preparation) and Phase C (Execution) and ignore the other two phases. Finally, we assume an 80:20 effort (and cost) ratio between Phase B and Phase C, emphasizing the fact that the majority of effort is spent on data preparation.
For modeling the benefit of the classification results, we are looking at classification errors and their cost (penalty) created. A confusion matrix CM is a matrix that contains information relating actual with predicted classifications. For \( n \) classes, CM will be an \( n \times n \) matrix associated with a classifier. Table 9.1 shows the principal entries of CM for binary classification.

Table 9.1: A confusion matrix of binary (two) class classification problem

<table>
<thead>
<tr>
<th>Actual Negative</th>
<th>Predicted Negative</th>
<th>Predicted Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Negative (TN)</td>
<td>False Positive (FP)</td>
<td></td>
</tr>
<tr>
<td>Actual Positive</td>
<td>False Negative (FN)</td>
<td>True Positive (TP)</td>
</tr>
</tbody>
</table>

Table 9.2: Parameters used for ROI computation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase A</td>
<td>( C_{pl} ) Planning phase cost</td>
<td>$</td>
</tr>
<tr>
<td>Phase B</td>
<td>( C_{dg} ) Data gathering cost</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>( C_{pp} ) Pre-processing cost</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>( C_l ) Labeling cost</td>
<td>$</td>
</tr>
<tr>
<td>Phase C</td>
<td>( C_t^2 ) Hyper-parameter tuning cost</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>( C_{train/test} ) Training and testing cost</td>
<td>$</td>
</tr>
<tr>
<td>Phase D</td>
<td>( C_{e^2} ) External Validation cost</td>
<td>$</td>
</tr>
</tbody>
</table>

**Cost factors**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification Penalty</td>
<td>( Cost_{FP} ) Penalty per FP</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>( Cost_{FN} ) Penalty per FN</td>
<td>$</td>
</tr>
</tbody>
</table>

**Others**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{HR} )</td>
<td>#Human resources</td>
<td>Number</td>
</tr>
<tr>
<td>( C_{HR} )</td>
<td>Human Resource cost</td>
<td>$/hr</td>
</tr>
<tr>
<td>( N_{train} )</td>
<td>Size of the training set</td>
<td>Number</td>
</tr>
<tr>
<td>( N_{test} )</td>
<td>Size of the test set</td>
<td>Number</td>
</tr>
<tr>
<td>( N )</td>
<td>( N_{train} + N_{test} )</td>
<td>Number</td>
</tr>
<tr>
<td>( Value_{prod} )</td>
<td>Estimated value of the product for a release cycle</td>
<td>$</td>
</tr>
</tbody>
</table>

1These are per sample cost factors. All the costs are computed by translating them from minutes to $ by multiplying with resources and cost per hour of the resources
2For simplicity few of the cost factors have been assumed to be zero
3This value was computed using various cost estimates for a period of one release cycle (= 18 months)

The F1 score is a measure of the model’s accuracy based on the training set and defined as the harmonic mean of the model’s precision and recall in (9.1).

\[
F1 = \frac{2 \times TP}{2 \times TP + FP + FN}
\] (9.1)

In the context of dependency classification, the benefit could be modeled in terms of the ability of the ML model to produce the least amount of overhead by 1) Incorrectly classifying independency as a dependency (False Positive)
2) Incorrectly classifying dependency as independent (False Negative). So, using \( \text{Cost}_{FP} \) and \( \text{Cost}_{FN} \) as estimated re-work costs due to classification overhead, \( \text{Sum}(\text{Cost}_{FN}, \text{Cost}_{FP}) \) would be the cumulative expense that a company has to bear.

In a release cycle, if \( \text{estimated value} \) that a product could generate is \( \text{Value}_{prod} \) then the \( \text{Benefit} \) would be the difference of the \( \text{estimated value} \) and the \( \text{classification overhead} \). Table 9.2 lists the relevant cost components and their corresponding units.

### 9.5.3 Modeling ROI

During every classification, \( \text{Cost} \) and \( \text{Benefit} \) were computed using the parameters explained in Table 9.2. \( \text{Cost factors} \) are data processing costs (Phase B and Phase C) for all the train (\( N_{train} \)) and test (\( N_{test} \)) samples (\( n \)) in every iteration. This is further translated into dollar-cost by multiplying with hourly charges (\( C_{HR} \)) of \( N_{HR} \) human resources.

\[
\text{Cost} = n \times \sum_{\text{all applicable}} \text{Cost factors} \times N_{HR} \times C_{HR}
\]

(9.2)

\( \text{Return computations for RDA, assumes reward (Cost}_{FP} \) for misidentifying the independent requirements (FP) and heavily penalizing (\( \text{Cost}_{FN} \)) instances that were falsely identified as independent (FN).

\[
\text{TotalPenalty} = \text{FP} \times \text{Cost}_{FP} + \text{FN} \times \text{Cost}_{FN}
\]

(9.3)

\[
\text{Benefit} = \text{Value}_{prod} - \text{TotalPenalty}
\]

(9.4)

Return and investment are context-specific terms, and studying the ROI of Machine Learning classification needs tailoring to the context of the study. To determine the ROI, we follow the simplest form of its calculation relating to the difference between \( \text{Benefit} \) and \( \text{Cost} \) to the amount of \( \text{Cost} \) as shown in (9.5). Both \( \text{Benefit} \) and \( \text{Cost} \) are measured as human effort in person-hours.

\[
\text{ROI} = (\text{Benefit} - \text{Cost})/\text{Cost}
\]

(9.5)

The core investigative focus of our study is to evaluate various conditions under which RDE-BERT (fine-tuned BERT using data specific to requirements dependency extraction) is preferable to the baseline ML method: Random Forrest (RF).

In this empirical analysis, beginning with a small train set, classifiers were created, and then the train set was incremented slowly by a fixed factor to generate new classifiers in every iteration until all the data available for training was exhausted. In every iteration, the classifiers were tested for a small fixed data set to capture the results.
9.6 Data and Experiment Setup

Online bug tracking systems such as Bugzilla [2] and Redmine [5] are widely used in open-source software development. Feature requests, tasks, bugs, epics, stories, features, enhancements, and new requirements are logged into these systems in the form of issue reports [145] [26] which help software developers to track them for effective implementation [146], testing and release planning [136].

We mined data from Bugzilla and Redmine related to features for the two OSS projects namely, Firefox - a Mozilla web browser application and Typo3 - a content management system.

Table 9.3: Dependency pair samples from the two datasets

<table>
<thead>
<tr>
<th>Dependency type</th>
<th>ID</th>
<th>Description</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requires</td>
<td>1432952</td>
<td>add ability to associate saved billing address with payment card in add/edit card form</td>
<td>1429180</td>
<td>option to use new billing address when adding new payment card</td>
</tr>
<tr>
<td></td>
<td>1394451</td>
<td>update illustration for error connection failure</td>
<td>1358293</td>
<td>ux error connection failure copy design and illustration update</td>
</tr>
<tr>
<td></td>
<td>1524948</td>
<td>introduce session group to allow to manage multiple session at same time</td>
<td>1298912</td>
<td>multiple snapshot perform periodic session backup and let user restore particular backup</td>
</tr>
<tr>
<td>Relates_to</td>
<td>92822</td>
<td>ignore button for link targets</td>
<td>92297</td>
<td>make it possible to mark specific links to not get checked by linkvalidator</td>
</tr>
<tr>
<td></td>
<td>92576</td>
<td>page tree filter: make it possible to explicitly filter by uid</td>
<td>36075</td>
<td>advanced filtering for the pagetree</td>
</tr>
<tr>
<td></td>
<td>91496</td>
<td>differentiate between password reset &quot;by user&quot; and &quot;by admin&quot;</td>
<td>89513</td>
<td>provide password recovery for backend users</td>
</tr>
</tbody>
</table>

9.6.1 Firefox

In Bugzilla, feature requests are specific types of issues that are typically tagged as “enhancement” [116]. We retrieved these feature requests for the Firefox project using the search engine in the Bugzilla issue tracking system and exported all the related fields such as Title, Type, Priority, Product, Depends_on, and Blocks. Each issue report contains dependency relationships with other issue reports as references metadata [90]. Using this information, 3,773 depends_on (also interpreted as Requires dependency type) requirements pairs were retrieved. To generate negative samples, requirements that had no relationship were paired and 21,358 samples were generated.

9.6.2 Typo3

Redmine [5] is a free and open-source web-based management and issue tracking tool website. It allows users to manage multiple projects and associated projects. Various issues across a range of projects are updated each day.
which helps software developers to track them for effective implementation. In Redmine, features are a specific type of issue that is extracted in this paper for further data analysis. Typo3 Content Management System (CMS) is an Open Source Enterprise Content Management System [10] with a large global community of approximately 900 members of the TYPO3 Association. We collected information such as issue links, description, the version found, the version released, issue_id etc. for 5,017 features using Redmine’s REST API through a Python script for this study.

All feature descriptions that had fewer than three words in them were filtered out, resulting in 1,324 feature pairs with dependency type Relates_to. Using the rest of the features that were not in any type of dependency with others, 9,270 pairs were generated as a negative sample set.

Table 9.3 mentions sample pairs of requirements dependencies. For example, to be able to associate the address with payment card Requires ability to use a new billing address when adding a new payment card. For both data sets, to perform binary classification, both positive and negative samples are needed for training. Since we only had dependent (positive) samples in the data, we generated negative samples by pairing the requirements which were not related in the given snapshot of the dataset.

### 9.6.3 Effort and Value Estimation

Typo3, currently at released version 11, is a complex content management system that is developed as a hybrid OSS software product. It has a core team of 12 members with varying skills and expertise. They have a major release cycle of 18 months and they plan two or more releases ahead of time. Developers are encouraged to track the dependencies in Jira, however, a few of the team members utilize post-its to work and track them. Typo3 does not explicitly consider Requirements Engineering as a development phase, but they term the efforts towards identifying features and extracting dependencies as conceptual work or scoping. Over 15% of the release, the cycle is identified as scoping effort and about 25% of scoping in a release cycle is identified as dependency extraction and identification. Nine team members and the CTO are involved, mostly in identifying the dependencies.

The CEO confirmed that about 80% of the features are in some form of dependency with each other and missing the dependencies is more problematic than misidentifying them. As he puts this in words, “if you miss dependencies then it starts to ramp up quickly and this is when things go wrong, and breaks deadlines. we wanted to release in April (4 weeks ago) now deadline is mid October”.

Typo3 identifies and manages seven different types of dependencies and their inversions such as precedes, blocks, clones, caused_by etc. Most of the dependency issues are identified rigorously through testing and the estimated re-work is about 12%. They have minimal manual testing as they have test suits of over 75,000 test cases. The CEO estimated that the overwork caused by missing dependencies is about 10% of the efforts. The average salary of the nine people involved in re-work is $70 (CAD). A summary of all estimates is provided in Table 9.5.
9.6.4 Experiment Setup

Figure 9.3 depicts the overview of our experiment setup. The complete approach is multi layered as highlighted in the shades. Each one of these could be further expanded to include additional elements for solution space evaluation further.

In this study, to generate the results, RF, Naive Bayes and SVM ML algorithms were compared against RDE-BERT for the two datasets: Firefox and Typo3. Overall eight experiments were conducted. Since RF performed better among all the conventional ML algorithms [56], we report the results of RF and RDE-BERT (i.e. totally four experiments).

For each experiment, we computed ROI using False Negative and False Positive values (from Confusion matrix). In Section 9.7 we present the insights to aid decision-making in algorithm selection based on these eight outcomes. For additional clarity, we list the names of the analysis of the results and their description in Table 9.4.

Table 9.4: Overview of the various analyses done in Section 9.7

<table>
<thead>
<tr>
<th>Description</th>
<th>Fig 9.4</th>
<th>Fig 9.5</th>
<th>Fig 9.6</th>
<th>Fig 9.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firefox: Compare F1 of RF and RDE-BERT</td>
<td>F1_Firefox</td>
<td>F1_Typo3</td>
<td>ROI_Firefox</td>
<td>ROI_Typo3</td>
</tr>
<tr>
<td>RQ4.3 - (a)</td>
<td>RQ4.3 - (a)</td>
<td>RQ4.3 - (a)</td>
<td>RQ4.3 - (a)</td>
<td></td>
</tr>
<tr>
<td>Firefox: Compare F1 of RF and RDE-BERT</td>
<td>F1_ROI_RDE-BERT_Firefox</td>
<td>F1_ROI_RF_Firefox</td>
<td>F1_ROI_RDE-BERT_Firefox</td>
<td>F1_ROI_RF_Firefox</td>
</tr>
<tr>
<td>RQ4.3 - (b)</td>
<td>RQ4.3 - (b)</td>
<td>RQ4.3 - (b)</td>
<td>RQ4.3 - (b)</td>
<td></td>
</tr>
</tbody>
</table>

Requirements pairs were pre-processed to eliminate noise such as spatial characters and numbers. The generated output is fed to RDE-BERT and RF for training. Care was taken to process the same data snapshot through RF
and RDE-BERT models. Further, the fine-tuned BERT model (RDE-BERT) is then used for classification. The data was split (80:20) into train and test sets, and balanced between both classes.

In this empirical analysis, we conducted classification by utilizing a fraction of the whole dataset for training and testing for a small fixed data set. This was repeated by slowly increasing the training set and results were captured.

**Random Forest:** For RF, we use TF-IDF to generate word vectors before training. Also, hyper-parameter tuning was performed and the results for 10-fold cross-validation were computed, followed by testing.

**RDE-BERT:** For fine-tuning BERT, a pre-trained BERT model is used in combination with our RDE specific dataset. The result is a fine-tuning BERT model called RDE-BERT. To fine-tune the BERT model, we used *NextSentencePrediction*, a sentence pair classification pre-trained BERT model, and further fine-tuned it for the RDA specific dataset on Tesla K80 GPU on Google Colab.

In every instance, for a given training set size, RDE-BERT was trained through three epochs with a batch size of 32, and a learning rate of $2e^{-5}$. In each epoch, the train set was divided into 90% for training and 10% for validation. Finally, RDE-BERT was used to classify the test set and the resulting F1-score and confusion matrix were captured.

BERT eliminates the need for feature extraction since it is a language model based on deep learning. BERT, pre-trained on a large text corpus, can be fine-tuned on specific tasks by providing only a small amount of domain-specific data.

### 9.7 Empirical Analysis - RQ4.3

In this section, we report the results of our empirical analysis and answer RQ4.3. We structure results by the type of decisions to be made: (a) When comparing two techniques: Which one is preferable under conditions selected?, and (b) When looking at one technique, when to stop the analysis? For both decisions, we present the results of the analysis for the two data sets introduced above and the two techniques under investigation using estimates from Table 9.5.

#### 9.7.1 Comparison between RDE-BERT and RF - (a)

The traditional approach for comparing techniques is to look at just accuracy for some fixed training set. Figures 9.4 (F1_Firefox) and 9.5 (F1_Typo3) show the comparison of the F1-scores for varying training set sizes for the two datasets. Results show that RF achieves a higher accuracy more quickly for even small-sized train sets respectively. However, with a training set greater than 40% of the dataset for Firefox and 30% for Typo3, RDE-BERT achieves better results overall.


Table 9.5: Parameter settings for the two empirical analysis scenarios

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase B: ((C_{dg} + C_{pp} + C_l)^1)</td>
<td>1.5 min/sample</td>
</tr>
<tr>
<td>Phase C: (C_{train/test})</td>
<td>0.30 min/sample</td>
</tr>
<tr>
<td>(C_{HR})</td>
<td>$70/hr</td>
</tr>
<tr>
<td>(N_{HR})</td>
<td>10</td>
</tr>
<tr>
<td>(N)</td>
<td>Firefox: 7,546</td>
</tr>
<tr>
<td>(Cost_{FN})</td>
<td>$25,000</td>
</tr>
<tr>
<td>(Cost_{FP})</td>
<td>$10,000</td>
</tr>
<tr>
<td>(Value_{prod})</td>
<td>$4,000,000</td>
</tr>
</tbody>
</table>

1 \(C_{dg}, C_{pp}\) and \(C_l\) are weighed equally (= 0.5min/sample) each. Also ratio of Phase B:Phase C = 80:20 has been considered.

Figure 9.4: F1 of RDE-BERT vs RF for Firefox dataset shows RF achieves higher F1-score for smallest train set unlike RDC-BERT, however, with increasing train set, RDC-BERT outperforms RF.

Figure 9.5: F1 of RDE-BERT vs RF for Typo3 dataset shows RF performs well with smaller train set. However, eventually, RDC-BERT excels with increasing train set gradually.

Comparison of ROI for the two datasets and two methods (RDE-BERT and RF) is shown in Figures 9.6 (ROI_Firefox) and 9.7 (ROI_TYP3) respectively. For Firefox, with a smaller-sized train set, RF once again performs better comparatively, even though the ROI is negative. Similar results are evident for Typo3. RF performs marginally better ROI-wise for the smaller training set. ROI of RDE-BERT picks up pace only beyond 40% and 30% train set for Firefox and Typo3, respectively.

9.7.2 Bi-criterion Analysis of RDE-BERT and RF- (b)

In the second part of the analysis for RQ4.3, we look at one technique at a time from the perspective of both F1-score and ROI. This will support decision-making towards the question of when does increase accuracy no longer pays off?

As illustrated in figures 9.4 and 9.5 increased training set does not yield better F1-score beyond 65%. The
Figure 9.6: ROI of RDE-BERT vs RF for Firefox dataset shows that RDC-BERT generated positive ROI when 50% more train set is made available.

Figure 9.7: ROI of RDE-BERT vs RF for Typo3 dataset shows similar results as RF performs better than RDC-BERT when train set is smaller.

F1-score hits a plateau and even starts to degrade for both of the methods and datasets.

However, if we look at the trade-off between the F1 and ROI for both datasets, the results become interesting. Figures 9.8 F1_ROI_RDE-BERT_Firefox show that for RDE-BERT, F1-score increases linearly, however, max ROI is achieved when the train set is 70% of the dataset. Whereas, for RF, in Figure 9.9 F1_ROI_RF_Firefox shows that F1 and ROI for the train set lower than 40% is better than that of RDE-BERT. Chasing for a higher F1 score does not payoff and one needs to take a closer look at the benefits vs investment in more training data, eventually.

For Typo3, in Figure 9.10 F1_ROI_RDE-BERT_Typo3 shows that F1-score and ROI grow steeply for RDE-BERT with the increasing train set. However, similar to Firefox, ROI and F1 of RF are stable and better than RDE-BERT for the train set smaller than 30%. These findings once again emphasize the need to relook at how F1 and ROI together could aid in deciding on the ML selection.

In both datasets studies, it is evident that RDE-BERT models require large amounts of data (at least 30% or more) to stabilize and show value (steady positive ROI). When comparing RDE-BERT with RF using ROI criteria (Fig 8 and 9) across the two data sets, RF outperforms RDE-BERT for the lower train set (incurring lower negative
returns). However, positive ROIs are observed only at the larger train set at which RDE-BERT is consistently better than RF. Based upon the Firefox findings (Fig 10 and 11), RDE-BERT approaches the 80% benchmark accuracy with approximately 50% of the training data while RF requires 70% training data to attain the same level of accuracy. However, both techniques can achieve positive ROI with as little 50% training data but RDE-BERT achieves maximum ROI (30) with an accuracy of 0.87 with approximately 70% training data, while RF achieves maximum ROI (2.2) with an accuracy of 0.75 with approximately 70% training data.

Based upon the Typo3 findings (Fig 12 and 13), RDE-BERT approaches the 80% benchmark accuracy with approximately 55% of the training data while RF requires 70% training data to reach the same level of accuracy. However, both RDE-BERT and RF can achieve positive ROI with as little 15% training data, but RDE-BERT achieves maximum ROI (73.5) with an accuracy of 0.86 with approximately 65% training data, while RF achieves maximum ROI (48) with an accuracy of 0.80 with approximately 70% training data. Thus, RDE-BERT can deliver much higher ROI and similar levels of accuracy than RF given approximately the same amount of training data.

Finally, the parameter settings that seeded the initial model (Table 5) were based upon industry estimates, which were possible were verified by senior management in the respective firms. However, some of the findings may be sensitive to these initial conditions. Thus, these would need to be set for the specific context upon which the data sets are based. This is also the basis upon which scenario analysis could be conducted to evaluate the worst case, best case and most likely initial conditions to evaluate the impacts on subsequent decisions.

9.8 Discussion

9.8.1 Implications

ML is not simply a cost of doing business, rather it is a foundational activity that can provide value for the money invested. Our proposed approach aligns this notion with the strategic direction of the organization. While return on investment (ROI) is a common approach used for business planning and decision making, it is not applied as widely
within software engineering or specifically within applied ML.

In our study, we demonstrate how to instantiate ROI in the context of RDE. Our approach provides a pragmatic link between the business and technical aspects of the organization by providing a common language that incorporates both the technical aspects inherent in the evaluation of accuracy, with the business considerations of costs and benefits. We argue that this is an extremely powerful approach that provides evidence that is compelling and consistent for both technical and business decision-making.

In addition, we think that the ROI approach could sensitize the ML team to the entire process of ML classification and how that process fits into organizational processes. The ROI approach is essential for evaluating the possible tradeoffs between accuracy and the benefits. Mainly because without consideration of the key dependencies within the process, benefits in one part of the process (e.g., improved accuracy) can easily be undermined by excessive costs in another part of the process that would not typically be considered if focused exclusively on accuracy. Alternatively, lower levels of accuracy in the ML process might be acceptable if other benefits are accruing at reasonable costs. Thus, valuable ML investments are potentially being avoided based upon not meeting accuracy expectations, when those ML solutions could be sufficient to realize high payoffs for the organization.

Our approach increases the transparency of the decision-making process by adding diversity to the evaluation criteria that foreground the various tradeoffs being made. The development of AI tools that businesses and consumers can trust is essential for their continued adoption, especially as there is increasing regulatory scrutiny of the biases that arise in the ML algorithms or inherent in the data used for training.

While ML algorithms are generally trusted for relatively mechanical well-defined problems, this trust plummets when the decisions are subjective, and likely to vary by contextual variables that are not well understood. This in turn increases the pressure to adjust ML algorithms for variations in specific markets further driving up development costs. Such pressure directs the focus on customizing products and services based upon ML algorithms for specific markets while increasing costs further and undermines the benefits for certain markets or customers. The proposed approach considers technical and business aspects simultaneously and provides a more traceable set of interconnected processes. This approach includes business and technical considerations to enable management to evaluate the risks of some undesirable decisions and the tradeoffs needed to realize the likely benefits.

9.8.2 Limitations
We have explored RF and RDE-BERT in the context of the RDE problem and presented our results. Since there is no single method which could work for any given problem, comparison of multiple approaches and their results remains out of the scope of this study.

Another threat to validity is the related to the conclusions made. Although we have taken care to randomize the data by shuffling and used stratified split to take care of balanced data in both training and validation, multiple runs with varying first iteration data sample are needed to be more confident on the conclusions made. However, we argue that the key observations made are valid from the restricted empirical validation performed.
9.9 Discussion

ML classification is widely used in many disciplines of Science and Engineering. In this study, we demonstrate that just looking at performance measures such as accuracy could be misleading when, for example, deciding between two ML techniques evaluated for solving the same problem. Conversely, ignoring the cost and benefit of such a classification could cause the risk of unprecedented emphasis on improving accuracy that might not generate any value for the additional efforts spent. Additionally, in this research, we also provide a high-level ML process for classification (supervised machine learning). However, with minuscule changes, this process can be adapted to unsupervised ML methods easily.

We proposed to complement Data Analytics of empirical studies with ROI analysis to avoid over analyzing data in this work. To validate the need, we performed an analysis of accepted papers of ESEM conferences between 2015 and 2019 and found that 51 out of 190 papers (27%) were addressing some form of DA. Among them, 39% included some consideration of cost, value, or benefit. However, none of them directly explored or discussed ROI or used cost-benefit analysis to decide the degree of DA needed. From a decision-making perspective, selecting one out of many techniques, and for a selected technique, deciding the termination of analysis amount to enlarge the scope from one to two criteria.

Beyond accuracy, reflecting the benefit, it is essential to look into the investment as well. Exclusively looking into the different aspects of accuracy is cardinal, but it does not provide a full picture as the effort consumption and impact are ignored. Effort estimation is well studied, however; prediction of value [28] has not been explored as much. Even rough estimates may be helpful to decide how much further investment into DA is reasonable. To make this agenda successful, economical, business, and social concepts need to be taken into account, apart from just the technical aspects.
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Summary

As shown in Figure 9.12 results from previous evaluations: Active Learning, Transfer Learning and Fine-tuned BERT pave way to the ROI analysis aspect for RDE due to contrasting needs for training data and their eventual performance variations. Thus, we proposed two contextual frameworks: ML process model and ROI modeling to derive ROI values for different empirical studies. Results showed that Accuracy is not enough to weight the performance of ML method and additional criteria such as ROI needs to be considered for effective decision making.
Figure 9.12: Bird eye view of the research questions, their logical connection and the briefly explained results
Part V

SReYantra: An RDE Toolbox
Chapter 10

Toolbox: SReYantra, an RDE and ROI Analysis System

10.1 Introduction

SReYantra is a comprehensive tool that provides conventional and advanced ML approaches based solutions for RDE and their ROI analysis. It infers underlying dependency information based on NLP. It utilizes advanced ML techniques such as Active Learning, Transfer Learning and DL language model: BERT (Bidirectional Encoder Representations from Transformers) as its various components for automating dependency extraction. It also provides a mechanism to compute the ROI of ML algorithms to present a clear picture of trade-offs between cost and benefits.

The term *Yantra* in *SReYantra* means a machine or a systematic broadly applicable “system, method, instrument, technique or practice”. Since we propose one such method for research related to Software Requirements, hence the name SReYantra. SReYantra has four main RDE specific modules as follows. Of these four modules, proof of concept (POC) of the first three has already been developed. For now these POCs provide a command-line-based interface only (for now), they can be transformed into graphical interface utilities with additional effort.

- Weakly Supervised Learning and Active Learning for effective data acquisition.
- DL and conventional ML-based Transfer Learning utilize annotated data of a project for training and then use it to predict dependencies for another project.
- DL method to overcome feature extraction challenge.
- ROI analysis to find the trade-offs between various approaches.

This work is in progress, and we envision consolidating the already implemented components into one holistic tool and further developing the ROI analysis utility to complete the tool implementation. In this chapter, we describe

architectural components, workflow and user interface of SReYantra in detail.

**Architecture:** Figure [10.1](#) shows the architectural components of SReYantra.

![Diagram of architectural components of SReYantra](image)

**Descriptive analysis:** As the first step to any ML process, the first step is to analyze the data and gather important statistics such as the number of samples, their distribution and sentence length. These are essential for considering the data used in ML training in the later stages.

**Ground truth collector:** In order to use ML for automation, there is a need for a training dataset which is essentially annotated data generated by observation by domain experts. In the absence of such data, we utilize two methods (developed and explained in Chapter 2 & 3).

**Data labeling techniques:** SReYantra offers two data labeling techniques: Weakly Supervised Learning (WSL): used in the absence of domain expert and Active Learning: a human in the loop annotation gathering technique to query the most uncertain labels with the help of the domain expert, as two options for annotated data generation. While Active Learning needs an oracle to annotate the data, WSL uses the joint agreement on the label by two or machine learners to achieve such annotations. This component can be easily extended to other co-testing strategies.

**Databases:** Since datasets undergo transformations in different stages, we use stand-alone databases such as MongoDB or MySQL to store it. All the components interact with the database to read from, modify (if needed) and write back its contents.

**NLP pipeline:** Most of the data is collected in raw form and needs to be pre-processed before modeling. We
have utilized special character numbers, symbols, and punctuation removal followed by stop words removal and lemmatization before using the Bag-of-words feature extraction method paired with TF-IDF for our empirical studies. However, this can be easily extended to other techniques such as word2vec and word embedding in the future.

**Machine Learning System:** Since we are utilizing supervised and WSL and AL techniques in our research, we have implemented classification and prediction. This component includes training based on the selection of the ML method. We currently offer conventional ML methods such as NB, RF, SVM, and the ensemble of these three ML algorithms and fine-tuned BERT methods for RDE. This component can be easily extended for additional methods employing development and implementation.

**Evaluation:** Evaluation of ML methods is performed using various measures explained in Section 1.3 (Evaluation measures). We conduct 10×10 cross-validation and take standard deviation into account. Also, for testing (on held-out/unseen dataset), we repeat the testing 10 times to finally capture the averaged results at the end.

**Performance collector:** This component performs housekeeping operations such as acquiring and tracking the details for various ML methods and writing the evaluation data back to the database. This component also passes the data to the ROI modeling component further.

**ROI modeling** Utilizing various cost factors derived from decision makers’ experience, we model ROI using the approach explained in Section 9.5. This component is the crux of this complete application as it provides a mechanism to change multiple parameter values such as cost of FP, FN and value of the product to generate separate reports for users/decision-makers to aid algorithm selection.

**User interface** This is the front-end of this tool which provides a graphical interface for end-users to interact with the system. Datasets such as raw train and test uploading, various inputs at different stages of tool usage are gathered through it. This user interface also provides a dashboard-like utility to view various charts and measures generated by ROI modeling and Performance collector components.

In the next section, workflow of the SReYantra tool is elaborated.

### 10.2 Workflow

Based on the dataset size, SReYantra lets the user choose appropriate settings at every instance to extract dependencies. Firstly, train set size is used to decide the next approach. If the train set size is below some threshold (that can be set apriori), the user can choose data acquisitions methods first. Once again, the user can choose ML methods to proceed further. SReYantra also allows choosing multiple ML approaches as their performance can be compared for decision making after evaluation. The AL-based method needs additional user inputs (elaborated in Section 3.3.2) such as choice of uncertainty sampling technique, confidence level threshold, termination criteria, number of annotations per iteration etc. This workflow considers the scenario of cross-project dependency prediction and deep learning.
Figure 10.2: SReYantra’s workflow diagram. All the components thus far developed will be integrated to create a logical flow.
ML methods once data is acquired, thus providing an interactive ML evaluation platform for effective analysis and decision making. Once the ML performance evaluations are captured, SReYantra performs ROI modeling (explained in Section 9.5). Based on the various values input for various cost factors, different results are generated, which are then displayed in the form of charts in the dashboard like a user interface for the end-user. SReYantra is also provided with an interactive interface for changing inputs and results visualization, which will be described in the next sections with wire-frames of SReYantra.

### 10.3 User Interface

The user interface will have multiple pages to interact with SReYantra and perform RDE. Wire-frames of this tool is shown in a series of images as follows. Figure 10.3 shows the first page of user interaction which facilitates raw data upload and its statistical visual overview. Figure 10.4 an interactive page is shown to the user if the annotated data samples are fewer than 100 by default (provision will be made to let the user alter this value). According to various choices made through this page, respective ML methods are executed, and results are accumulated. Figure 10.5 shows the results page. This interface provides interactive visual representations of the chosen ML methods. F1-score, Precision, Recall charts and box plots are displayed. This interface can be extended to include other measures in the future. At every stage snapshot of the dataset is maintained in the system, which enables re-execution of the experiments with varying settings and combinations. This tool could benefit decision-makers to get the projections...
Figure 10.4: Based on the workflow described in Figure 10.2, the user is allowed to choose the data acquisition method and is asked for additional information based on the selection made.

Figure 10.5: Utilizing various settings and the dataset, ML training and testing stages are executed in the backend to generate the results. Various charts and plots summarizing the outcome are displayed on this Results page.
Figure 10.6: Trained model is then used to predict the dependencies for unlabeled data, and the graphical interface is used to show the dependency network. This interface is made interactive, allowing modification to dependencies to correct or amend incorrect dependencies (if any) by the domain experts.

Figure 10.7: ROI Analysis page provides an interactive interface for the end-user to perform trade-off analysis by varying cost factors. This interface provides a provision to the decision-makers to weight accuracy in terms of benefit based on the investments made all along the ML process.
of multiple methods in terms of business value and subsequent benefits, which could be compared and analyzed beforehand.

10.4 Conclusion

The SReYantra tool provides a holistic interface to address the RDE problem using multiple ML-based approaches and its ROI analysis for effective decision making. Specifically, it will provide various functionalities as follows.

- A ML-based software that can automate RDE while using various inputs from the end-user in every instance.
- Provides a method to compare and evaluate the approaches not only using ML performance measures but also based on ROI.
- Allows end user to make changes to cost factors and view the projections of changing ROI for decision making.
- Provides a dashboard-like interface to interactively vary the cost factor settings to visualize the results quickly
- Provides scope for tool extension as additional algorithms can be developed and added as modules in the future.
- Once RDE is performed, the dependencies network can be shown in a graphical interface for better understanding. This interface can be enhanced to allow end-users to validate and modify the dependencies. In this way, SReYantra could also be used as an interface to validate the dependencies and repeat the RDE operations in iterations to steer it in the direction of the end user’s vision and interest.
Chapter 11

Main Contributions and Future Work

11.1 Revisiting the Research Questions

In this thesis, I have attempted addressing the challenges of Requirements Dependency Extraction (RDE) automation using various advanced machine learning approaches. These challenges were synthesized from our three-pronged approach to problem identification, namely, 1) Literature analysis, 2) State-of-the-practice survey with the practitioners, and 3) Preliminary study for RDE automation using a public dataset. Literature analysis pointed out that identifying requirements dependency is cognitively difficult, and domain experts’ time is crucial in this activity. Moreover, such RDE is still an open question, and the application of ML and NLP explorations are being explored in RE in general. Further state-of-practice survey affirmed the expansiveness of the problem in the real world. It directed us towards our research questions formulations and empirical evaluations using public, OSS and industry datasets. In this section, I summarize my research contributions to the body of knowledge.

**RQ1:** The first research question aimed to evaluate if Weakly Supervised Learning and Active Learning are effective at addressing data acquisition challenges of RDE automation. Weakly Supervised Learning labels a unlabeled sample if the majority of the classifiers agree on the labeling. Whereas Active Learning overcomes the labeling bottleneck by asking queries in the form of unlabeled instances to be labeled by an oracle (e.g., a human annotator). Empirical evaluation of these two methods on public and open-source software datasets showed encouraging results. Further comparison of Active Learning with Ontology Based-retrieval and a hybrid model showed that the human efforts in RDE could be reduced by 50% for the two industry datasets: Blackline Safety, Canada and Siemens, Austria, evaluation.

**RQ2:** The second aim of this research was to evaluate the Transfer Learning approach for RDE in the advent of limited training data. Transfer Learning transfers dependency extraction knowledge learned from source projects to the target project. We evaluated the conventional ML and Deep Learning (DL) method (fine-tuned BERT) for Transfer Learning in RDE. Empirical analysis of six Mozilla family projects using conventional
ML showed pessimistic results for multi-class classification. However, fine-tuned BERT (DL approach) showed Transfer Learning could yield 27% to 50% better performance comparatively for the F1-score measure.

**RQ3:** The analysis of the DL approach as part of the third research question was targeted at the feature extraction challenge of RDE automation. Feature extraction transforms the raw text into suitable internal numerical representations, i.e., feature vector. Recent cutting edge DL-based method: Bidirectional Encoder Representations from Transformers (BERT) is a pre-trained language model that has been successful at various NLP tasks such as Question Answering and Natural Language Inference. BERT overcomes the need for feature extraction as part of text pre-processing and understands the relationship between a pair of sentences. Hence, we tuned BERT further using RDE specific data and evaluated six OSS projects. Results were outstanding as fine-tuned BERT outperformed conventional ML methods by 13% to 27% for the F1-score measure and successfully identified the dependency direction for ordered dependent requirement pairs.

**RQ4:** Study of the last research question provides deeper insight into ML approach selection for RDE. Essentially, this research question evaluated the benefits of using ROI as an additional criterion for ML classification. Although there is a wide spectrum of ML methods to choose from for RDE, choice of ML is tedious when cost and benefit factors are considered. Complex DL approaches need larger training data; however, in what circumstances they could be preferred over simple algorithms when data size and effort investments are considered are explored in this research. We propose an nine-stage ML process and a novel ROI modeling approach while evaluating this research question. Through the three empirical evaluations on three open-source software: Firefox, Redmine and Typo3 using practitioners inputs for cost factors, I demonstrated that focusing on improving accuracy using advanced ML methods might not generate value for the additional effort spent in data accumulation and pre-processing

Figure 11.1 shows the relationship between the four research questions and their overlapping sections with the others.

### 11.2 Future Work

In this research, we have used advanced ML approaches such as Weakly Supervised Learning, Active Learning, Transfer Learning, and Deep Learning for RDE. Despite extensive evaluations, there remain various directions for future work, listed as follows.

- **WSL for RDE:** WSL preliminary study showed that the quality of the textual content describing requirements is one of the key performance factors of our approach. Also, the overall use of this approach in different domains needs thorough evaluation, which is part of the future research agenda.

- **AL for RDE:** In the future, we will evaluate the impact of the size and completeness of the ontology on the RDE. We expect a trade-off between the effort invested into ontology creation and the benefit generated; therefore, the final effort invested in the ontology may depend on context factors of the organizations and
Figure 11.1: Overall organization: Research Questions (RQ), their overlapping connections, and corresponding chapters of my thesis. SReYantra is the outcome of this research which attempts to address four challenges of RDE automation.

their projects. Existing approaches for ontology construction in RE [126] could be customized to this cost-effectiveness objective using some estimation model for ontology engineering [148]. In another direction, we plan to invest in tuning AL further to find out the classifier’s optimized performance based on the characteristics of the problem.

- **DL for RDE:** With rapidly evolving NLP research, we anticipate the latest solutions such as XLNet [84] to have similar evaluation outcomes. However, we envision conducting these evaluations as part of our future work.

- **ROI analysis:** We use RDE as a sandbox to build a proof of the concept for ROI analysis for ML selection. In the future, we will extend the results in various dimensions. The concepts of this research will be applied and evaluated for problems from other domains. However, the challenge is to project the benefit of achieving better accuracy results and estimating the total effort of data analysis. Also, depending on the problem, we will investigate other ML methods and additional data sets.

- **Alternative hybrid methods:** The ML and NLP research fields are rapidly evolving as cutting-edge research is bringing efficient methods to the fore. Similarly, there are various ways to generate hybrid models out of the most effective ones, such as AL and DL methods which showed stellar results in my research. How we can combine the best of these two methods to generate a hybrid method for RDE remains as part of our future work.

- **Hierarchical and group of requirements:** Requirements are not always described at the fine granular level. However, our solutions can be extended to analyze hierarchical or group of requirement with modifications. This will be explored as part of the future work.
• **Dependency aware test prioritization:** Another direction for RDE research would be to evaluate how requirements dependency aware test prioritization would impact testing in an incremental and iterative software development process.

• **Recommendation is not enough - Explainable AI for RDE:** In the advent of the rise in explainable AI and its applications in Software Engineering [13], it remains open research in the context of RDE. It is important to understand why certain pairs are classified or misclassified as dependent. We envision to do this thorough analysis as part of the future work. Such further systematic analysis can help in identifying reasons for false negative and false positives.

• **Evaluation measures:** In this research, we have considered F1-score, precision and recall as ML performance evaluation measures. However, others such as AUC and ROC need to be looked at for RDE. We envision considering these measures in future work.

• **Toolbox:** Current research work presented in this thesis lays the groundwork for a more extensive toolbox envisioned to address all the RDE specific challenges. The list of items presented in this section is envisioned as part of a toolbox presented in Chapter 10, which provides a high-level design and other details.
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Good luck with your thesis and its defense!

All the best!

Kasia

Quim Motger <[Redacted]@essi.upc.edu>
Mon 11/22/2021 12:34 AM
To: [Redacted]
Cc: Guenther Ruhe

[△EXTERNAL]

Dear Gouri,

I hope you are doing well.

Looks good to me too. I confirm my approval.

Good luck with your thesis :

Best regards,

Dylan Valentin Lachou Zoteegouon <[Redacted]@ucalgary.ca>
Sent: Friday, November 19, 2021 3:43 PM
To: Gouri Deshpande <[Redacted]@ucalgary.ca>

Subject: RE: [For my thesis] Need your permission to include our work together on a publication

You have my full support Gouri

And Good luck on your Thesis
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Xavier Franch <[redacted]@essi.upc.edu>
Mon 11/22/2021 12:42 AM
To: Gouri Deshpande; [redacted]
Cc: Guenther Ruhe

[ EXTERNAL ]

Dear Gouri,

I confirm my approval.

Best luck with the preparations!

Regards,

Xavi

From: Behnaz Sheikh <[redacted]@ucalgary.ca>
Sent: November 20, 2021 12:46 PM
To: Gouri Deshpande <[redacted]@ucalgary.ca>
Subject: Re: [For my thesis] Need your permission to include our work together on a publication

Hi, dear Gouri,

I hope you are doing well.

Sure you can include the paper in your thesis.

Good luck.

Sincerely,

Behnaz Sheikh

From: Dylan Valentin Lachou Zotehouon <[redacted]@ucalgary.ca>
Sent: Friday, November 19, 2021 3:43 PM
To: Gouri Deshpande <[redacted]@ucalgary.ca>
Subject: RE: [For my thesis] Need your permission to include our work together on a publication

You have my full support Gouri

And Good luck on your Thesis
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From: Sai Preetham Chakka <ucalgary.ca>
Sent: Friday, November 19, 2021 10:19 PM
To: Gouri Deshpande <ucalgary.ca>
Subject: Approval for thesis

Hello Gouri,

I hope you are doing good. I approve to include the publication “Is BERT the New Silver Bullet? - An Empirical Investigation of Requirements Dependency Classification”, 8th International Workshop on Artificial Intelligence for Requirements Engineering, Canada, 2021 for your thesis.

Thanks, and Regards
Sai Preetham Chakka.

From: Mohammad Navid Masahati <ucalgary.ca>
Sent: Friday, November 19, 2021 5:59 PM
To: Gouri Deshpande <ucalgary.ca>
Subject: Re: [For my thesis] Need your permission to include our work together on a publication

Hello Gouri,

I approve, of course. 😊
best of luck with your thesis.

Kind regards,
Mohammad Navid

From: Chad Saunders <ucalgary.ca>
Sent: Friday, November 19, 2021 4:23 PM
To: Gouri Deshpande <ucalgary.ca>
Subject: Re: [For my thesis] Need your permission to include our work together on a paper

Hi Gouri,

Glad to hear you are keeping on top of the paper review process.

I can confirm my approval of including the paper noted below in your thesis.

Thanks

Chad~